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It might seem odd to include a section on voltage references in a book devoted primarily to op amp ap-
plications, but the relevance will shortly become obvious. Unfortunately, there is little standardization with 
respect to ADC/DAC voltage references. Some ADCs and DACs have internal references, while others do 
not. In some cases, the dc accuracy of a converter with an internal reference can often be improved by over-
riding the internal reference with a more accurate and stable external one.

Although the reference element itself can be either a bandgap, buried zener, or XFET™ (see Reference 1), 
practically all references have some type of output buffer op amp. The op amp isolates the reference ele-
ment from the output and also provides drive capability. However, this op amp must obey the general laws 
relating to op amp stability, and that is what makes the topic of references relevant to the discussion. 
Figure 3-47 summarizes voltage reference considerations.

SECTION 3-4

Driving ADC/DAC 
Reference Inputs
Walt Jung, Walt Kester

Figure 3-47: ADC/DAC voltage reference considerations

• Data converter accuracy determined by the reference, whether 

 internal or external

• Bandgap, buried zener, XFET generally have on-chip output 

 buffer op amp 

• Transient loading can cause instability and errors

• External decoupling capacitors may cause oscillation

• Output may require external buffer to source and sink current 

• Reference voltage noise may limit system resolution

Note that a reference input to an ADC or DAC is similar to the analog input of an ADC, in that the internal 
conversion process can inject transient currents at that pin. This requires adequate decoupling to stabilize 
the reference voltage. Adding such decoupling might introduce instability in some reference types, depend-
ing on the output op amp design. Of course, a reference data sheet may not show any details of the output 
op amp, which leaves the designer in somewhat of a dilemma concerning whether or not it will be stable 
and free from transient errors. Fortunately, some simple lab tests can exercise a reference circuit for tran-
sient errors, and also determine stability for capacitive loading.
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Figure 3-48 shows the transients associated with the reference input of a typical successive approximation 
ADC. The ADC reference voltage input must be stabilized with a suffi ciently large decoupling capacitor, in 
order to prevent conversion errors. The value of the capacitor required as CB may range from below 1 µF, 
to as high as 100 µF. This capacitor must of course have a voltage rating greater than the reference voltage. 
Physically, it will be of minimum size when purchased in a surface-mount style.

Figure 3-48: Successive approximation ADCs 
can present a transient load to the reference
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Note that in this case, a 1 µF capacitor on the reference input is required to reduce the transients to an 
acceptable level. Note that the capacitor size can be electrically larger for further noise reduction—the trad-
eoff here is of course cost and PCB real estate. The AD780 will work with capacitors of up to 100 µF.

A well-designed voltage reference is stable with heavy capacitive decoupling. Unfortunately, some are not, 
as shown in Figure 3-49, where the addition of CL to the reference output (a 0.01 µF capacitor) actually 
increases the amount of transient ringing. Such references are practically useless in data converter applica-
tions, because some amount of local decoupling is almost always required at the converter.

Figure 3-49: Make sure reference is stable with large capacitive loads
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A suitable op amp buffer might be added between the reference and the data converter. Many good refer-
ences are available (such as the AD780) which are stable with an output capacitor. This type of reference 
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should be chosen for a data converter application, rather than incurring the further complication and ex-
pense of an op amp.

If very low noise levels are required from a reference, an additional low-pass fi lter followed by a low noise 
op amp can be used to achieve the desired performance. The reference circuit of Figure 3-50 is one such 
example (see References 2 and 3). This circuit uses external fi ltering and a precision low-noise op-amp to 
provide both very low noise and high dc accuracy. Reference U1 is a 2.5 V, 3.0 V, 5 V, or 10 V reference 
with a low noise buffered output. The output of U1 is applied to the R1–C1/C2 noise fi lter to produce a 
corner frequency of about 1.7 Hz.
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Figure 3-50: Low-noise op amp with filtering yields reference 
noise performance (1.5V to 5 nV/√HZ @ 1 kHz

Electrolytic capacitors usually imply dc leakage errors, but the bootstrap connection of C1 causes its ap-
plied bias voltage to be only the relatively small drop across R2. This lowers the leakage current through R1 
to acceptable levels. Since the fi lter attenuation is modest below a few Hertz, the reference noise still affects 
overall performance at low frequencies (i.e., <10 Hz).

A precision low noise unity-gain follower, such as the OP113, then buffers the output of the fi lter. With 
less than ±150 µV of offset error and under 1 µV/°C drift, the buffer amplifi er’s dc performance will not 
seriously affect the accuracy/drift of most references. For example, an ADR292E for U1 will have a typical 
drift of 3 ppm/°C, equivalent to 7.5 µV/°C, higher than the buffer amplifi er.

Almost any op amp will have a current limit higher than a typical IC reference, so this circuit allows greater 
current output. It also removes any load-related thermal errors that might occur when the reference IC is 
loaded directly.

Even lower noise op-amps are available, for 5–10 V use. The AD797 offers 1kHz noise performance less 
than in this circuit, compared to about for the OP113. With any buffer amplifi er, 
Kelvin sensing can be used at the load point, a technique that eliminates I × R related output voltage errors.
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General Considerations
Another important op amp application is buffering DAC outputs. Modern IC DACs provide either voltage 
or current outputs. Figure 3-51 shows three fundamental confi gurations, all with the objective of using an 
op amp for a buffered output voltage.

SECTION 3-5

Buffering DAC Outputs
Walt Kester, Paul Hendriks

Figure 3-51: Buffering DAC outputs with op amps
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Figure 3-51A shows a buffered voltage output DAC. In many cases, the DAC output can be used directly, 
without additional buffering. If an additional op amp buffer is needed, it is usually confi gured in a nonin-
verting mode, with gain determined by R1 and R2.

There are two basic methods for dealing with a current output DAC. In Figure 3-51B, a voltage is simply 
developed across external load resistor, RL. An external op amp can be used to buffer and/or amplify this 
voltage if required. Many DACs supply full-scale currents of 20 mA or more, thereby allowing reason-
able voltages to be developed across fairly low value load resistors. For instance, fast settling video DACs 
typically supply nearly 30 mA full-scale current, allowing 1 V to be developed across a source and load 
terminated 75 Ω coaxial cable (representing a dc load of 37.5 Ω to the DAC output).

A direct method to convert the output current into a voltage is shown in Figure 3-51C, This circuit is usu-
ally called a current-to-voltage converter, or I/V. In this circuit, the DAC output drives the inverting input 
of an op amp, with the output voltage developed across the R2 feedback resistor. In this approach the DAC 
output always operates at virtual ground (which may give a linearity improvement vis-à-vis Figure 3-51B).

The general selection process for an op amp used as a DAC buffer is similar to that of an ADC buffer. 
The same basic specifi cations such as dc accuracy, noise, settling time, bandwidth, distortion, and so 
forth, apply to DACs as well as ADCs, and the discussion will not be repeated here. Rather, some specifi c 
 application examples will be shown.
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Differential to Single-Ended Conversion Techniques
A general model of a modern current output DAC is shown in Figure 3-52. This model is typical of the 
AD976x and AD977x TxDAC™ series (see Reference 1). Current output is more popular than voltage out-
put, especially at audio frequencies and above. If the DAC is fabricated on a bipolar or BiCMOS process, it 
is likely that the output will sink current, and that the output impedance will be less than 500 Ω (due to the 
internal R/2R resistive ladder network). On the other hand, a CMOS DAC is more likely to source output 
current and have a high output impedance, typically greater than 100 kΩ.

Figure 3-52: Model of high speed DAC output
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• IFS 2 − 20mA typical

• Bipolar or BiCMOS DACs sink current, ROUT < 500Ω
• CMOS DACs source current, R OUT > 100kΩ
• Output compliance voltage < ±1V for best performance

Another consideration is the output compliance voltage—the maximum voltage swing allowed at the output 
in order for the DAC to maintain its linearity. This voltage is typically 1 V to 1.5 V, but can vary depending 
upon the DAC. Best DAC linearity is generally achieved when driving a virtual ground, such as an op amp 
I/V converter.

Modern current output DACs usually have differential outputs, to achieve high CM rejection and reduce the 
even-order distortion products. Full-scale output currents in the range of 2 mA to 20 mA are common.

In most applications, it is desirable to convert the differential output of the DAC into a single-ended signal, 
suitable for driving a coax line. This can be readily achieved with an RF transformer, provided low fre-
quency response is not required. Figure 3-53 shows a typical example of this approach. The high impedance 
current output of the DAC is terminated differentially with 50 Ω, which defi nes the source impedance to the 
transformer as 50 Ω.

Figure 3-53: Differential transformer coupling
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The resulting differential voltage drives the primary of a 1:1 RF transformer, to develop a single-ended 
voltage at the output of the secondary winding. The output of the 50 Ω LC fi lter is matched with the 50 Ω
load resistor RL, and a fi nal output voltage of 1 V p-p is developed.

The transformer not only serves to convert the differential output into a single-ended signal, but it also 
isolates the output of the DAC from the reactive load presented by the LC fi lter, thereby improving overall 
distortion performance.

An op amp connected as a differential to single-ended converter can be used to obtain a single-ended output 
when frequency response to dc is required. In Figure 3-54 the AD8055 op amp is used to achieve high 
bandwidth and low distortion (see Reference 2). The current output DAC drives balanced 25 Ω resistive 
loads, thereby developing an out-of-phase voltage of 0 V to 0.5 V at each output. The AD8055 is confi g-
ured for a gain of 2, to develop a fi nal single-ended ground-referenced output voltage of 2 V p-p. Note that 
because the output signal swings above and below ground, a dual-supply op amp is required.

Figure 3-54: Differential dc-coupled 
output using a dual supply op amp 
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The CFILTER capacitor forms a differential fi lter with the equivalent 50 Ω differential output impedance. This 
fi lter reduces any slew induced distortion of the op amp, and the optimum cutoff frequency of the fi lter is 
determined empirically to give the best overall distortion performance.
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A modifi ed form of the Figure 3-54 circuit can also be operated on a single supply, provided the CM volt-
age of the op amp is set to mid-supply (2.5 V). This is shown in Figure 3-55 below. The output voltage is 
2 V p-p centered around a CM voltage of 2.5 V. This CM voltage can be either developed from the 5 V sup-
ply using a resistor divider, or directly from a 2.5 V voltage reference. If the 5 V supply is used as the CM 
voltage, it must be heavily decoupled to prevent supply noise from being amplifi ed.

Figure 3-55: Differential dc-coupled 
output using a single-supply op amp
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Figure 3-56: Single-ended I/V op amp 
interface for precision 16-bit AD768 DAC 
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Single-Ended Current-to-Voltage Conversion
Single-ended current-to-voltage conversion is easily performed using a single op amp as an I/V converter, 
as shown in Figure 3-56. The 10 mA full-scale DAC current from the AD768 (see Reference 3) develops a 
0 V to 2 V output voltage across the 200 Ω RF.
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Driving the virtual ground of the AD8055 op amp minimizes any distortion due to nonlinearity in the DAC 
output impedance. In fact, most high resolution DACs of this type are factory trimmed using an I/V converter.

It should be recalled, however, that compared to a differential operating mode using the single-ended 
output of the DAC in this manner will cause degradation in the CM rejection and increased second-order 
distortion products.

The CF feedback capacitor should be optimized for best pulse response in the circuit. The equations given in 
the diagram should only be used as guidelines. A more detailed analysis of this circuit is given in  Reference 6.

Differential Current-to-Differential Voltage Conversion
If a buffered differential voltage output is required from a current output DAC, the AD813x-series of dif-
ferential amplifi ers can be used as shown in Figure 3-57.

Figure 3-57: Buffering high speed DACs 
using AD813x differential amplifi er 
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The DAC output current is fi rst converted into a voltage that is developed across the 25 Ω resistors. The 
voltage is amplifi ed by a factor of 5 using the AD813x. This technique is used in lieu of a direct I/V 
 conversion to prevent fast slewing DAC currents from overloading the amplifi er and introducing distortion. 
Care must be taken so that the DAC output voltage is within its compliance rating.

The VOCM input on the AD813x can be used to set a fi nal output CM voltage within the range of the 
AD813x. If transmission lines are to be driven at the output, adding a pair of 75Ω resistors will allow this.
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An Active Low-Pass Filter for Audio DAC
Figure 3-58 shows an active low-pass fi lter which also serves as a current-to-voltage converter for the 
AD1853 sigma-delta audio DAC (see Reference 4). The fi lter is a 4-pole fi lter with a 3 dB cutoff frequency 
of approximately 75 kHz. Because of the high oversampling frequency (24.576 MSPS when operating the 
DAC at a 48 KSPS throughput rate), a simple fi lter is all that is required to remove aliased components 
above 12 MHz).

The diagram shows a single channel for the dual channel DAC output. U1A and U1B I/V stages form a 
1-pole differential fi lter, while U2 forms a 2-pole multiple-feedback fi lter that also performs a differential-
to-single-ended conversion.

A fi nal fourth passive pole is formed by the 604 Ω resistor and the 2.2 nF capacitor across the output. 
The OP275 op amp was chosen for operation at U1 and U2, and for its quality audio characteristics 
(see Reference 5).

For further details of active fi lter designs, see Chapter 5 of this book.

Figure 3-58: A 75 kHz 4-pole gaussian active fi lter 
for buffering the output of AD1853 stereo DAC
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CHAPTER 4

Sensor Signal Conditioning
 Walt Kester, James Bryant, Walt Jung

Scott Wurcer, Chuck Kitchin 

SECTION 4-1

Introduction
Walt Kester

This chapter of the book deals with various sensors and associated signal-conditioning circuitry involv-
ing the use of op amps and in amps. While the topic is generally very broad, the focus is to concentrate on 
circuit and signal processing applications of sensors rather than the details of the actual sensors themselves.

Strictly speaking, a sensor is a device that receives a signal or stimulus and responds with an electrical 
signal, while a transducer is a converter of one type of energy into another. In practice, however, the terms 
are often used interchangeably.

Sensors and their associated circuits are used to measure various physical properties such as temperature, 
force, pressure, fl ow, position, light intensity, and so forth. These properties act as the stimulus to the sen-
sor, and the sensor output is conditioned and processed to provide the corresponding measurement of the 
physical property. We will not cover all possible types of sensors, only the most popular ones, and specifi -
cally, those that lend themselves to process control and data acquisition systems.

Sensors do not operate by themselves. They are generally part of a larger system consisting of signal condi-
tioners and various analog or digital signal processing circuits. The system could be a measurement system, 
data acquisition system, or process control system, for example.

Sensors may be classifi ed in a number of ways. From a signal-conditioning viewpoint it is useful to classify 
sensors as either active or passive. An active sensor requires an external source of excitation. Resistor-
based sensors such as thermistors, resistance temperature detectors (RTDs), and strain gages are examples 
of active sensors, because a current must be passed through them and the corresponding voltage measured 
in order to determine the resistance value. An alternative would be to place the devices in a bridge circuit; 
however in either case, an external current or voltage is required.

On the other hand, passive (or self-generating) sensors generate their own electrical output signal without re-
quiring external voltages or currents. Examples of passive sensors are thermocouples and photodiodes which 
generate thermoelectric voltages and photocurrents, respectively, which are independent of external circuits.

It should be noted that these defi nitions (active versus passive) refer to the need (or lack thereof) of  external 
active circuitry to produce a sensor electrical output signal. It would seem equally logical to consider a thermo-
couple active, in the sense that it produces an output voltage without external circuitry; however the convention 
in the industry is to classify the sensor with respect to the external circuit requirement as defi ned above.
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The full-scale outputs of most sensors (passive or active) are relatively small voltages, currents, or resis-
tance changes, and therefore their outputs must be properly conditioned before further analog or digital 
processing can occur. Because of this, an entire class of circuits has evolved, generally referred to as 
signal-conditioning circuits. Amplifi cation, level translation, galvanic isolation, impedance transformation, 
linearization, and fi ltering are fundamental signal-conditioning functions that may be required. Figure 4-2 
summarizes sensors and their outputs.

Figure 4-1: An overview of sensor characteristics
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Figure 4-2: Typical sensors and their output formats
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A logical way to classify sensors is with respect to the physical property the sensor is designed to measure. 
Thus we have temperature sensors, force sensors, pressure sensors, motion sensors, and so forth. However, 
sensors that measure different properties may have the same type of electrical output. For instance, Re-
sistance Temperature Detector (RTD) is a variable resistance, as is a resistive strain gage. Both RTDs and 
strain gages are often placed in bridge circuits, and the conditioning circuits are therefore quite similar. In 
fact, bridges and their conditioning circuits deserve a detailed discussion. Figure 4-1 is an overview of basic 
sensor characteristics.
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Whatever form the conditioning takes, the circuitry and performance will be governed by the electrical 
character of the sensor and its output. Accurate characterization of the sensor in terms of parameters appro-
priate to the application, e.g., sensitivity, voltage and current levels, linearity, impedances, gain, offset, drift, 
time constants, maximum electrical ratings, stray impedances, and other important considerations can spell 
the difference between substandard and successful application of the device, especially where high resolu-
tion, precision, or low level measurements are necessary.

Higher levels of integration now allow ICs to play a signifi cant role in both analog and digital signal 
conditioning. ADCs specifi cally designed for measurement applications often contain on-chip program-
mable-gain amplifi ers (PGAs) and other useful circuits, such as current sources for driving RTDs, thereby 
minimizing the external conditioning circuit requirements.

To some degree or another, most sensor outputs are nonlinear with respect to the applied stimulus and as a 
result, their outputs must often be linearized in order to yield correct measurements. In terms of the design 
approach choice towards linearization, the designer can take a route along either of two major paths.

Analog is one viable route, and such techniques may be used to perform an “analog domain” 
linearization function.

However, the recent introduction of high performance ADCs now allows linearization to be done much 
more effi ciently and accurately in software. This “digital domain” approach to linearization eliminates the 
need for tedious manual calibration using multiple and sometimes interactive analog trim adjustments.

A quite common application of sensors is within process control systems. One example would be control 
of a physical property, such as temperature. A sample block diagram of how this might be implemented is 
illustrated in Figure 4-3.

Figure 4-3: A typical industrial process temperature control loop
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In this system, an output from a temperature sensor is conditioned, transmitted over some distance, re-
ceived, and then digitized by an ADC. The microcontroller or host computer determines if the temperature 
is above or below the desired value, and outputs a digital word to the digital-to-analog converter (DAC). 
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The DAC output is conditioned and drives the remotely located actuator, in this case a heater. Notice that 
the interface between the control center and the remote process is via the industry-standard 4-20 mA loop.

Digital techniques are becoming more and more popular in processing sensor outputs in data acquisition, 
process control, and measurement. 8-bit microcontrollers (8051-based, for example) generally have suf-
fi cient speed and processing capability for most applications.

By including the A/D conversion and the microcontroller programmability on the sensor itself, a “smart 
sensor” can be implemented with self-contained calibration and linearization features among others. How-
ever, such digital techniques aren’t a major focus of this text, so the section references may be consulted for 
further information.

The remaining sections of the chapter deal with analog signal conditioning methods for a variety of sensor types.
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An Introduction to Bridges
This section of the chapter, 4-2, discusses more fundamental bridge circuit concepts. To gain greatest ap-
preciation of these ideas, it should be studied along with those sections discussing precision op amps within 
Chapters 1 and 2. The next section (4-3) focuses on the detailed application circuits relating to strain-gage-
based sensors. These sections can be read sequentially if the reader already understands the design issues 
related to precision op amp applications.

Resistive elements are some of the most common sensors. They are inexpensive, and relatively easy to 
interface with signal-conditioning circuits. Resistive elements can be made sensitive to temperature, strain 
(by pressure or by fl ex), and light. Using these basic elements, many complex physical phenomena can be 
measured, such as: fl uid or mass fl ow (by sensing the temperature difference between two calibrated resis-
tances), dew-point humidity (by measuring two different temperature points), and so forth.

Sensor element resistance can range from less than 100 Ω to several hundred kΩ, depending on the sensor 
design and the physical environment to be measured. Figure 4-4 indicates the wide range of sensor resistance 
encountered. For example, RTDs are typically 100 Ω or 1000 Ω. Thermistors are typically 3500 Ω or higher.

SECTION 4-2
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Figure 4-4: Sensor resistances used in 
bridge circuits span a wide dynamic range

• Strain Gages 120Ω, 350Ω, 3500Ω

• Weigh-Scale Load Cells 350Ω − 3500Ω

• Pressure Sensors 350Ω − 3500Ω

• Relative Humidity 100kΩ  − 10MΩ

• Resistance Temperature Devices (RTDs) 100Ω, 1000Ω

• Thermistors 100Ω  − 10MΩ

Resistive sensors such as RTDs and strain gages produce relatively small percentage changes in resistance, 
in response to a change in a physical variable such as temperature or force. For example, platinum RTDs 
have a temperature coeffi cient of about 0.385%/°C. Thus, in order to accurately resolve temperature to 1ºC, 
the overall measurement accuracy must be much better than 0.385 Ω when using a 100 Ω RTD.

Strain gages present a signifi cant measurement challenge because the typical change in resistance over the 
entire operating range of a strain gage may be less than 1% of the nominal resistance value. Accurately 
measuring small resistance changes is therefore critical when applying resistive sensors.
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A simple method for measuring resistance is to force a constant current through the resistive sensor, and 
measure the voltage output. This requires both an accurate current source and an accurate means of measur-
ing the voltage. Any change in the current will be interpreted as a resistance change. In addition, the power 
dissipation in the resistive sensor must be small and in accordance with the manufacturer’s recommenda-
tions, so that self-heating does not produce errors. As a result, the drive current must be small, which tends 
to limit the resolution of this approach.

A resistance bridge, shown in Figure 4-5, offers an attractive alternative for accurately measuring small 
resistance changes. This is a basic Wheatstone bridge (actually developed by S. H. Christie in 1833), and is 
a prime example. It consists of four resistors connected to form a quadrilateral, a source of excitation volt-
age VB (or, alternately, a current) connected across one of the diagonals, and a voltage detector connected 
across the other diagonal. The detector measures the difference between the outputs of the two voltage 
dividers connected across the excitation voltage, VB. The general form of the bridge output VO is noted in 
the fi gure.

Figure 4-5: The basic Wheatstone bridge produces an 
output null when the ratios of sidearm resistances match
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There are two principal ways of operating a bridge such as this. One is by operating it as a null detector, 
where the bridge measures resistance indirectly by comparison with a similar standard resistance. On the oth-
er hand, it can be used as a device that reads a resistance difference directly, as a proportional voltage output.

When R1/R4 = R2/R3, the resistance bridge is said to be at a null, irrespective of the mode of excitation 
(current or voltage, ac or dc), the magnitude of excitation, the mode of readout (current or voltage), or 
the impedance of the detector. Therefore, if the ratio of R2/R3 is fi xed at K, a null is achieved when 
R1 = K · R4. If R1 is unknown and R4 is an accurately determined variable resistance, the magnitude of 
R1 can be found by adjusting R4 until an output null is achieved. Conversely, in sensor-type measurements, 
R4 may be a fi xed reference, and a null occurs when the magnitude of the external variable (strain, tempera-
ture, and so forth.) is such that R1 = K · R4.

Null measurements are principally used in feedback systems involving electromechanical and/or human 
elements. Such systems seek to force the active element (strain gage, RTD, thermistor, and so forth.) to 
 balance the bridge by infl uencing the parameter being measured.
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For the majority of sensor applications employing bridges, however, the deviation of one or more resistors 
in a bridge from an initial value is measured as an indication of the magnitude (or a change) in the mea-
sured variable. In these cases, the output voltage change is an indication of the resistance change. Because 
very small resistance changes are common, the output voltage change may be as small as tens of millivolts, 
even with the excitation voltage VB = 10 V (typical for a load cell application).

In many bridge applications, there may not just be a single variable element, but two, or even four elements, 
all of which may vary. Figure 4-6 shows a family of four voltage-driven bridges, those most commonly 
suited for sensor applications. In the four cases the corresponding equations for VO relate the bridge output 
voltage to the excitation voltage and the bridge resistance values. In all cases we assume a constant voltage 
drive, VB. Note that since the bridge output is always directly proportional to VB, the measurement accuracy 
can be no better than that of the accuracy of the excitation voltage.

Figure 4-6: The output voltage sensitivity and linearity of constant voltage drive 
bridge confi gurations differs according to the number of active elements
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In each case, the value of the fi xed bridge resistor “R” is chosen to be equal to the nominal value of the 
variable resistor(s). The deviation of the variable resistor(s) about the nominal value is assumed to be pro-
portional to the quantity being measured, such as strain (in the case of a strain gage), or temperature (in the 
case of an RTD).

The sensitivity of a bridge is the ratio of the maximum expected change in the output voltage to the excita-
tion voltage. For instance, if VB = 10 V, and the full-scale bridge output is 10mV, then the sensitivity is 
1mV/V. For the four cases of Figure 4-6, sensitivity can be said to increase going left-right, or as more 
elements are made variable.

The single-element varying bridge of Figure 4-6A is most suited for temperature sensing using RTDs 
or thermistors. This confi guration is also used with a single resistive strain gage. All the resistances are 
nominally equal, but one of them (the sensor) is variable by an amount ∆R. As the equation indicates, the 
relationship between the bridge output and ∆R is not linear. For example, if R = 100 Ω and ∆R = 0.1 Ω
(0.1% change in resistance), the output of the bridge is 2.49875 mV for VB = 10 V. The error is 
2.50000 mV – 2.49875 mV, or 0.00125 mV. Converting this to a % of full-scale by dividing by 2.5 mV 
yields an end-point linearity error in percent of approximately 0.05%. (Bridge end-point linearity error is 
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calculated as the worst error in % FS from a straight line which connects the origin and the end point at FS, 
i.e., the FS gain error is not included). If ∆R = 1 Ω, (1% change in resistance), the output of the bridge is 
24.8756 mV, representing an end-point linearity error of approximately 0.5%. The end-point linearity error 
of the single-element bridge can be expressed in equation form:

Single-Element Varying

Bridge End-Point Linearity Error ≈  % Change in Resistance ÷ 2

It should be noted that the above nonlinearity refers to the nonlinearity of the bridge itself and not the sen-
sor. In practice, most sensors themselves will exhibit a certain specifi ed amount of nonlinearity, which must 
also be accounted for in the fi nal measurement.

In some applications, the bridge nonlinearity noted above may be acceptable. If not, there are various meth-
ods available to linearize bridges. Since there is a fi xed relationship between the bridge resistance change 
and its output (shown in the equations), software can be used to remove the linearity error in digital systems. 
Circuit techniques can also be used to linearize the bridge output directly, and these will be discussed shortly.

There are two cases to consider in the instance of a two-element varying bridge. In Case 1 (Figure 4-6B), 
both of the diagonally opposite elements change in the same direction. An example would be two identical 
strain gages mounted adjacent to each other, with their axes in parallel.

The nonlinearity for this case, 0.5%/%, the same as that of the single-element varying bridge of Figure 
4-6A. However, it is interesting to note the sensitivity is now improved by a factor of 2, vis-à-vis the single-
element varying setup. The two-element varying bridge is commonly found in pressure sensors and fl ow 
meter systems.

A second case of the two-element varying bridge, Case 2, is shown in Figure 4-6C. This bridge requires 
two identical elements that vary in opposite directions. This could correspond to two identical strain gages: 
one mounted on top of a fl exing surface, and one on the bottom. Note that this confi guration is now linear, 
and like two-element varying Case 1, it has twice the sensitivity of the Figure 4-6A confi guration. Another 
way to view this confi guration is to consider the terms R + ∆R and R – ∆R as comprising two sections of a 
linear potentiometer.

The all-element varying bridge of Figure 4-6D produces the most signal for a given resistance change, and 
is inherently linear. It is also an industry-standard confi guration for load cells constructed from four identi-
cal strain gages. Understandably, it is also one of the most popular bridge confi gurations.

Bridges may also be driven from constant current sources, as shown in Figure 4-7, for the corresponding 
cases of single, dual, dual, and four active element(s). As with the voltage-driven bridges, the analogous 
output expressions are noted, along with the sensitivities.

Current drive, although not as popular as voltage drive, does have advantages when the bridge is located re-
motely from the source of excitation. One advantage is that the wiring resistance doesn’t introduce errors in 
the measurement; another is simpler, less expensive cabling. Note also that with constant current excitation, 
all bridge confi gurations are linear except the single-element varying case of Figure 4-7A.

In summary, there are many design issues relating to bridge circuits, as denoted by Figure 4-8. After select-
ing the basic confi guration, the excitation method must be determined. The value of the excitation voltage 
or current must fi rst be determined, as this directly infl uences sensitivity. Recall that the full-scale bridge 
output is directly proportional to the excitation voltage (or current). Typical bridge sensitivities are 1mV/V 
to 10mV/V.
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Figure 4-8: A number of bridge considerations impact design choices

• Selecting Configuration (1-, 2-, 4-Element Varying)

• Selection of Voltage or Current Excitation

• Ratiometric Operation

• Stability of Excitation Voltage or Current

• Bridge Sensitivity: FS Output / Excitation Voltage

 1mV/V to 10mV/V Typical

• Full-scale Bridge Outputs: 10mV − 100mV Typical

• Precision, Low Noise  Amplification/Conditioning

 Techniques Required

• Linearization Techniques May Be Required

• Remote Sensors Present Challenges

Although large excitation voltages yield proportionally larger full-scale output voltages, they also result in 
higher bridge power dissipation, and thus raise the possibility of sensor resistor self-heating errors. On the 
other hand, low values of excitation voltage require more gain in the conditioning circuits, and also increase 
sensitivity to low level errors such as noise and offset voltages.

Regardless of the absolute level, the stability of the excitation voltage or current directly affects the overall 
accuracy of the bridge output, as is evident from the VB and IB terms in the output expressions. Therefore 
stable references and/or ratiometric drive techniques are required, to maintain highest accuracy.

Here, ratiometric simply refers to the use of the bridge drive voltage of a voltage-driven bridge (or a cur-
rent-proportional voltage, for a current-driven bridge) as the reference input to the ADC that digitizes the 

Figure 4-7: The output voltage sensitivity and linearity of constant current drive 
bridge confi gurations also differs according to the number of active elements 
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amplifi ed bridge output voltage. In this manner the absolute accuracy and stability of the excitation voltage 
becomes a second-order error. Examples to follow further illustrate this point.

Amplifying and Linearizing Bridge Outputs
The output of a single-element varying bridge may be amplifi ed by a single precision op amp connected 
as shown in Figure 4-9. Unfortunately this circuit, although attractive because of relative simplicity, has 
poor overall performance. Its gain predictability and accuracy are poor, and it unbalances the bridge due 
to loading from RF and the op amp bias current. The RF resistors must be carefully chosen and matched to 
maximize common mode rejection (CMR). Also, it is diffi cult to maximize the CMR while at the same time 
allowing different gain options. Gain is dependent upon the bridge resistances and RF. In addition, the out-
put is nonlinear, as the confi guration does nothing to address the intrinsic bridge nonlinearity. In summary, 
the circuit isn’t recommended for precision use.

Figure 4-9: Using a single op amp as a bridge amplifi er

VB

+VS
R R

R
R+∆R

RF

RF

+

−

VS
2

However, a redeeming feature of this circuit is that it is capable of single supply operation, with a soli-
tary op amp. Note that the RF resistor connected to the noninverting input is returned to VS/2 (rather than 
ground) so that both positive and negative ∆R values can be accommodated, with the bipolar op amp output 
swing referenced to VS/2.

A much better approach is to use an instrumentation amplifi er (in amp) for the required gain, as shown in 
Figure 4-10. This effi cient circuit provides better gain accuracy, with the in amp gain usually set with a 
single resistor, RG. Since the amplifi er provides dual, high-impedance loading to the bridge nodes, it does 
not unbalance or load the bridge. Using modern in amp devices with gains ranging from 10–1000, excellent 
common mode rejection and gain accuracy can be achieved with this circuit.

However, due to the intrinsic characteristics of the bridge, the output is still nonlinear (see expression). As 
noted earlier, this can be corrected in software (assuming that the in amp output is digitized using an ana-
log-to-digital converter and followed by a microcontroller or microprocessor).

The in amp can be operated on either dual supplies as shown, or alternately, on a single positive supply. In 
the fi gure, this corresponds to –VS = 0. This is a key advantage, due to the fact that all such bridge circuits 
bias the in amp inputs at VB/2, a voltage range typically compatible with amplifi er bias requirements. In 
amps such as the AD620 family, the AD623, and AD627 can be used in single (or dual) supply bridge 
 applications, provided their restrictions on the gain and input and output voltage swings are observed.
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Figure 4-11: Linearizing a single-element varying bridge (Method 1)
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The bridge in this example is voltage driven, by the voltage VB. This voltage can optionally be used for an 
ADC reference voltage, in which case it also is an additional output, VREF.

Various techniques are available to linearize bridge outputs, but it is important to distinguish between the 
linearity of the bridge equation (discussed earlier), and the sensor response linearity to the phenomenon 
being sensed. For example, if the active sensor element is an RTD, the bridge used to implement the mea-
surement might have perfectly adequate linearity; yet the output could still be nonlinear, due to the RTD 
device’s intrinsic nonlinearity. Manufacturers of sensors employing bridges address the nonlinearity issue in 
a variety of ways, including keeping the resistive swings in the bridge small, shaping complementary non-
linear response into the active elements of the bridge, using resistive trims for fi rst-order corrections, and 
others. In the examples which follow, what is being addressed is the linearity error of the bridge confi gura-
tion itself (as opposed to a sensor element within the bridge).

Figure 4-11 shows a single-element varying active bridge circuit, in which an op amp produces a forced 
bridge null condition. For this single-element varying case, only the op amp feedback resistance varies, 
with the remaining three resistances fi xed.

As used here, the op amp output provides a buffered, ground referenced, low impedance output for the 
bridge measurement, effectively suppressing the VB/2 CM bridge component at the op amp inputs.

Figure 4-10: A generally preferred method of bridge amplifi cation 
employs an instrumentation amplifi er for stable gain and high CMR
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The circuit works by adding a voltage in series with the variable resistance arm. This voltage is equal in 
magnitude and opposite in polarity to the incremental voltage across the varying element, and is linear with 
∆R. As can be noted, the three constant “R” valued resistances and the op amp operate to drive a constant 
current in the variable resistance. This is the basic mechanism that produces the linearized output.

This active bridge has a sensitivity gain of two over the standard single-element varying bridge (Figure 
4-6A). The key point is that the bridge’s incremental resistance/voltage output becomes linear, even for 
large values of ∆R. However, because of a still relatively small output signal, a second amplifi er must 
usually follow this bridge. Note also that the op amp used in this circuit requires dual supplies, because its 
output must go negative for conditions where ∆R is positive.

Another circuit for linearizing a single-element varying bridge is shown in Figure 4-12. The top node of the 
bridge is excited by the voltage, VB. The bottom of the bridge is driven in complementary fashion by the left 
op amp, which maintains a constant current of VB/R in the varying resistance element, R + ∆R.

Figure 4-12: Linearizing a single-element varying bridge (Method 2) 
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Like the circuit of Figure 4-11, the constant current drive for the single-element variable resistance provides 
the mechanism for linearity improvement. Also, because of the fact that the bridge left-side center node is 
ground-referenced by the op amp, this confi guration effectively suppresses CM voltages. This has the virtue 
of making the op amp selection somewhat less critical. Of course, performance parameters of high gain, 
low offset/noise, and high stability are all still needed.

The output signal is taken from the right-hand leg of the bridge, and is amplifi ed by a second op amp, 
connected as a noninverting gain stage. With the scaling freedom provided by the second op amp, the con-
fi guration is very fl exible. The net output is linear, and has a bridge-output referred sensitivity comparable 
to the single-element varying circuit of Figure 4-11.

The Figure 4-12 circuit requires two op amps operating on dual supplies. In addition, paired resistors 
R1-R2 must be ratio matched and stable types, for overall accurate and stable gain. The circuit can be a 
practical one using a dual precision op amp, such as an AD708, the OP2177 or the OP213.

A closely related circuit for linearizing a voltage-driven, two-element varying bridge can be adapted directly 
from the basic circuit of Figure 4-11. This form of the circuit, shown in Figure 4-13, is identical to the 
previous single-element varying case, with the exception that the resistance between VB and the op amp (+) 
input is now also variable (i.e., both diagonal R + ∆R resistances vary, in a like manner).
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For the same applied voltage VB, this form of the circuit has twice the sensitivity, which is evident in the 
output expressions. A dual supply op amp is again required, and additional gain may also be necessary.

The two-element varying bridge circuit shown in Figure 4-14 uses an op amp, a sense resistor, and a voltage 
reference, set up in a feedback loop containing the sensing bridge. The net effect of the loop is to maintain 
a constant current through the bridge of IB = VREF/RSENSE. The current through each leg of the bridge remains 
constant (IB/2) as the resistances change, therefore the output is a linear function of ∆R. An in amp provides 
the additional gain.

Figure 4-14: Linearizing a two-element 
varying current-driven bridge (Method 2)

R

R

+

−

IN AMP

REF VOUT

RG

+VS

−VS*R+∆R

* SEE TEXT REGARDING
SINGLE-SUPPLY OPERATION

+

−

R+∆R

+VS

−VS* VREF

RSENSE
IB

IB

VOUT = IB
∆R
2

GAIN

Figure 4-13: Linearizing a two-element 
varying voltage-driven bridge (Method 1) 
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This circuit can be operated on a single supply with the proper choice of amplifi ers and signal levels. If 
ratiometric operation of an ADC is desired, the VREF voltage can be used to drive the ADC.
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Driving Remote Bridges
Wiring resistance and noise pickup are the biggest problems associated with remotely located bridges. 
Figure 4-15 shows a 350 Ω strain gage, which is connected to the rest of the bridge circuit by 100 feet of 
30-gage twisted-pair copper wire. The resistance of the wire at 25ºC is 0.105 Ω/ft, or 10.5 Ω for 100 ft. The 
total lead resistance in series with the 350 Ω strain gage is therefore 21 Ω. The temperature coeffi cient of 
the copper wire is 0.385%/ºC. Now we will calculate the gain and offset error in the bridge output due to a 
10ºC temperature rise in the cable. These calculations are easy to make, because the bridge output voltage 
is simply the difference between the output of two voltage dividers, each driven from a 10 V source.

The full-scale variation of the strain gage resistance (with fl ex) above its nominal 350 Ω value is +1% 
(+3.5 Ω), corresponding to a full-scale strain gage resistance of 353.5 Ω which causes a bridge output volt-
age of +23.45 mV. Notice that the addition of the 21 Ω RCOMP resistor compensates for the wiring resistance 
and balances the bridge when the strain gage resistance is 350 Ω. Without RCOMP, the bridge would have 
an output offset voltage of 145.63 mV for a nominal strain gage resistance of 350 Ω. This offset could be 
compensated for in software just as easily but, for this example, we chose to do it with RCOMP.

Assume that the cable temperature increases 10ºC above nominal room temperature. This results in a total 
lead resistance increase of +0.404 Ω (10.5 Ω × 0.00385/ºC × 10ºC) in each lead. Note: The values in pa-
rentheses in the diagram indicate the values at 35ºC. The total additional lead resistance (of the two leads) 
is +0.808 Ω. With no strain, this additional lead resistance produces an offset of +5.44 mV in the bridge 
output. Full-scale strain produces a bridge output of +28.83 mV (a change of +23.39 mV from no strain). 
Thus the increase in temperature produces an offset voltage error of +5.44 mV (+23% full-scale) and a gain 
error of –0.06 mV (23.39 mV – 23.45 mV), or –0.26% full-scale. Note that these errors are produced solely 
by the 30-gage wire, and do not include any temperature coeffi cient errors in the strain gage itself.

The effects of wiring resistance on the bridge output can be minimized by the 3-wire connection shown in 
Figure 4-16. We assume that the bridge output voltage is measured by a high impedance device, therefore 
there is no current in the sense lead. Note that the sense lead measures the voltage output of a divider: the 
top half is the bridge resistor plus the lead resistance, and the bottom half is strain gage resistance plus the 
lead resistance. The nominal sense voltage is therefore independent of the lead resistance. When the strain 
gage resistance increases to full-scale (353.5 Ω), the bridge output increases to +24.15 mV.

Increasing the temperature to 35ºC increases the lead resistance by +0.404 Ω in each half of the divider. 
The full-scale bridge output voltage decreases to +24.13 mV because of the small loss in sensitivity, but 

Figure 4-15: Wiring resistance related errors with remote bridge sensor 
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Figure 4-17: A Kelvin sensing system with a 6-wire voltage-driven bridge 
connection and precision op amps minimizes errors due to wire lead resistances 
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there is no offset error. The gain error due to the temperature increase of 10ºC is therefore only –0.02 mV, 
or –0.08% of full-scale. Compare this to the +23% full-scale offset error and the –0.26% gain error for the 
2-wire connection shown in Figure 4-14.

The 3-wire method works well for remotely located resistive elements which make up one leg of a single-
element varying bridge. However, all-element varying bridges are generally housed in a complete assembly, 
as in the case of a load cell. When these bridges are remotely located from the conditioning electronics, 
special techniques must be used to maintain accuracy.

Of particular concern is maintaining the accuracy and stability of the bridge excitation voltage. The bridge 
output is directly proportional to the excitation voltage, and any drift in the excitation voltage produces a 
corresponding drift in the output voltage.

For this reason, most all-element varying bridges (such as load cells) are six-lead assemblies: two leads for 
the bridge output, two leads for the bridge excitation, and two sense leads. To take full advantage of the 
additional accuracy that these extra leads allow, a method called Kelvin or 4-wire sensing is employed, as 
shown in Figure 4-17.

Figure 4-16: Remote bridge wiring resistance 
errors are reduced with 3-wire sensor connection
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In this setup the drive voltage VB is not applied directly to the bridge, but goes instead to the input of the 
upper precision op amp, which is connected in a feedback loop around the bridge (+) terminal. Although 
there may be a substantial voltage drop in the +FORCE lead resistance of the remote cable, the op amp will 
automatically correct for it, since it has a feedback path through the +SENSE lead. The net effect is that the 
upper node of the remote bridge is maintained at a precise level of VB (within the capability of the op amp 
used, of course). A similar situation occurs with the bottom precision op amp, which drives the bridge (–) 
terminal to a ground level, as established by the op amp input ground reference. Again, the voltage drop in 
the –FORCE lead is relatively immaterial, because of the sensing at the –SENSE terminal.

In both cases, the sense lines go to high impedance op amp inputs, thus there is minimal error due to the 
bias current induced voltage drop across their lead resistance. The op amps maintain the required excita-
tion voltage at the remote bridge, to make the voltage measured between the (+) and (−) sense leads always 
equal to VB.

Note—a subtle point is that the lower op amp will need to operate on dual supplies, since the drive to the 
–FORCE lead will cause the op amp output to go negative. Because of relatively high current in the bridge 
(~30 mA), current buffering stages at the op amp outputs are likely advisable for this circuit.

Although Kelvin sensing eliminates errors due to voltage drops in the bridge wiring resistance, the basic 
drive voltage VB must still be highly stable since it directly affects the bridge output voltage. In addition, 
the op amps must have low offset, low drift, and low noise. Ratiometric operation can be optionally added, 
simply by using VB to drive the ADC reference input.

The constant current excitation method shown in Figure 4-18 is another method for minimizing the effects 
of wiring resistance on the measurement accuracy. This system drives a precise current I through the bridge, 
proportioned as per the expression in the fi gure. An advantage of the circuit in Figure 4-18 is that it only 
uses one amplifi er.

Figure 4-18: A 4-wire current-driven bridge scheme also minimizes 
errors due to wire lead resistances, plus allows simpler cabling
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The accuracy of the reference, the sense resistor, and the op amp all infl uence the overall accuracy. While 
the precision required of the op amp should be obvious, one thing not necessarily obvious is that it may be 
required to deliver appreciable current, when I is more than a few mA (which it will be with standard 350 Ω
bridges). In such cases, current buffering of the op amp is again in order.
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Therefore for highest precision with this circuit, a buffer stage is recommended. This can be as simple as a 
small transistor, since the bridge drive is unidirectional.

System Offset Minimization
Maintaining an accuracy of 0.1% or better with a full-scale bridge output voltage of 20 mV requires that the 
sum of all offset errors be less than 20 µV. Parasitic thermocouples are cases in point and, if not given due 
attention, can cause serious temperature drift errors. All dissimilar metal-metal connections generate volt-
ages between a few and tens of microvolts for a 1ºC temperature differential, are basic thermocouple facts 
of life.

Fortunately, however, within a bridge measurement system the signal connections are differential; therefore 
this factor can be used to minimize the impact of parasitic thermocouples.

Figure 4-19 shows some typical sources of offset error that are inevitable in a system. Within a differential 
signal path, only those thermocouple pairs whose junctions are actually at different temperatures will de-
grade the signal. The diagram shows a typical parasitic junction formed between the copper printed circuit 
board traces and the kovar pins of an IC amplifi er.

This thermocouple voltage is about 35 µV/ºC temperature differential. Note that this package-PC trace 
thermocouple voltage is signifi cantly less when using a plastic package with a copper lead frame (recom-
mended). Regardless of what package is used, all metal-metal connections along the signal path should be 
designed so that minimal temperature differences occur between the sides.

The amplifi er offset voltage and bias currents are further sources of offset error. The amplifi er bias current 
must fl ow through the source impedance. Any unbalance in either the source resistances or the bias currents 
produces offset errors. In addition, the offset voltage and bias currents are a function of temperature.

Figure 4-19: Typical sources of offset voltage within 
bridge measurement systems
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High performance low offset, low offset drift, low bias current, and low noise precision amplifi ers such as 
the AD707, the OP177 or OP1177 are required. In some cases, chopper-stabilized amplifi ers such as the 
AD8551/AD8552/AD8554 may be a solution. Ac bridge excitation such as that shown in Figure 4-20 can 
effectively remove offset voltage effects in series with a bridge output, VO.

The concept is simple, and can be described as follows. The net bridge output voltage is measured under the 
two phased-sequence conditions, as shown. A fi rst measurement (top) drives the bridge at the top node with 
excitation voltage VB. This yields a fi rst-phase measurement output VA, where VA is the sum of the desired 
bridge output voltage VO and the net offset error voltage EOS.

In the second measurement (bottom) the polarity of the bridge excitation is then reversed, and a second 
measurement, VB, is made. Subtracting VB from VA yields 2 VO, and the offset error term EOS cancels as 
noted from the mathematical expression in the fi gure.

Obviously, a full implementation of this technique requires a highly accurate measurement ADC such as the 
AD7730 (see Reference 5) as well as a microcontroller to perform the subtraction.

Note that if a ratiometric reference is desired, the ADC must also accommodate the changing polarity of the 
reference voltage, as well as sense the magnitude. Again, the AD7730 includes this capability.

A very powerful combination of bridge circuit techniques is shown in Figure 4-21, an example of a high 
performance ADC. In Figure 4-21A is shown a basic dc operated ratiometric technique, combined with 
Kelvin sensing to minimize errors due to wiring resistance, which eliminates the need for an accurate 
excitation voltage.

The AD7730 measurement ADC can be driven from a single supply voltage of 5 V, which in this case is 
also used to excite the remote bridge. Both the analog input and the reference input to the ADC are high 
impedance and fully differential. By using the + and – SENSE outputs from the bridge as the differential 
reference voltage to the ADC, there is no loss in measurement accuracy if the actual bridge excitation 
 voltage varies.

To implement ac bridge operation of the AD7730, an “H” bridge driver of P-Channel and N-Channel 
MOSFETs can be confi gured as shown in Figure 4-21B (note—dedicated bridge driver chips are available, 

Figure 4-20: Ac bridge excitation minimizes system offset voltages 
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such as the Micrel MIC4427). This scheme, added to the basic functionality of the AD7730 confi guration 
of 4-21A greatly increases the utility of the offset canceling circuit, as generally outlined in the preceding 
discussion of Figure 4-20.

Because of the on-resistance of the H-bridge MOSFETs, Kelvin sensing must also be used in these ac 
bridge applications. It is also important that the drive signals be nonoverlapping, as noted, to prevent exces-
sive MOSFET switching currents. The AD7730

ADC has on-chip circuitry which generates the required nonoverlapping drive signals to implement this 
ac bridge excitation. All that needs adding is the switching bridge as noted in Figure 4-21B.

The AD7730 is one of a family of sigma-delta ADCs with high resolution (24 bits) and internal program-
mable gain amplifi ers (PGAs) and is ideally suited for bridge applications. These ADCs have self- and 
system calibration features, which allow offset and gain errors due to the ADC to be minimized. For in-
stance, the AD7730 has an offset drift of 5 nV/ºC and a gain drift of 2 ppm/ºC. Offset and gain errors can be 
reduced to a few microvolts using the system calibration feature.

Figure 4-21: Ratiometric dc or ac operation with Kelvin 
sensing can be implemented using the AD7730 ADC
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The most popular electrical elements used in force measurements include the resistance strain gage, the 
semiconductor strain gage, and piezoelectric transducers. The strain gage measures force indirectly by 
measuring the defl ection it produces in a calibrated carrier. Pressure can be converted into a force using an 
appropriate transducer, and strain gage techniques can then be used to measure pressure. Flow rates can be 
measured using differential pressure measurements, which also make use of strain gage technology. These 
principles are summarized in Figure 4-22.

SECTION 4-3

Strain, Force, Pressure
and Flow Measurements

Walt Kester

Figure 4.22 Strain gages are directly or indirectly 
the basis for a variety of physical measurements

• Strain: Strain Gage, Piezoelectric Transducers
• Force: Load Cell
• Pressure: Diaphragm to Force to Strain Gage
• Flow: Differential Pressure Techniques

The resistance-based strain gage uses a resistive element that changes in length, hence resistance, as the 
force applied to the base on which it is mounted causes stretching or compression. It is perhaps the most 
well-known transducer for converting force into an electrical variable.

An unbonded strain gage consists of a wire stretched between two points. Force acting upon the wire 
 (area = A, length = L, resistivity = ρ) will cause the wire to elongate or shorten, which will cause the resis-
tance to increase or decrease proportionally according to:

R L A= ρ  Eq. 4-1

and,

R R GF L L∆ = ⋅ ∆  Eq. 4-2

where GF = Gage factor (2.0 to 4.5 for metals, and more than 150 for semiconductors). 

In this expression, the dimensionless quantity ∆L/L is a measure of the force applied to the wire and is 
expressed in microstrains (1 µε = 10–6 cm/cm) which is the same as parts-per-million (ppm).
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From Eq. 4-2, note that larger gage factors result in proportionally larger resistance changes, hence this 
implies greater strain gage sensitivity. These concepts are summarized in the drawing of Figure 4-23.

Figure 4-23: Operating principles of a basic unbonded strain gage
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Figure 4-24: A bonded wire strain gage
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This strain gage is normally mounted so that as much as possible of the length of the conductor is aligned 
in the direction of the stress that is being measured, i.e., longitudinally. Lead wires are attached to the base 
and brought out for interconnection. Bonded devices are considerably more practical and are in much wider 
use than are the aforementioned unbonded devices.

Perhaps the most popular version is the foil-type gage, produced by photo-etching techniques, and using 
similar metals to the wire types. Typical alloys are of copper-nickel (Constantan), nickel-chromium (Ni-
chrome), nickel-iron, platinum-tungsten, and so forth. This strain gage type is shown in Figure 4-25.

A bonded strain gage consists of a thin wire or conducting fi lm arranged in a coplanar pattern and cemented 
to a base or carrier. The basic form of this type of gage is shown in Figure 4-24.
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Gages having wire sensing elements present a small surface area to the specimen; this reduces leakage 
currents at high temperatures and permits higher isolation potentials between the sensing element and the 
specimen. Foil sensing elements, on the other hand, have a large ratio of surface area to cross-sectional area 
and are more stable under extremes of temperature and prolonged loading. The large surface area and thin 
cross section also permit the device to follow the specimen temperature and facilitate the dissipation of self-
induced heat.

Semiconductor Strain Gages

Semiconductor strain gages make use of the piezoresistive effect in certain semiconductor materials such as 
silicon and germanium in order to obtain greater sensitivity and higher level output.

Semiconductor gages can be produced to have either positive or negative changes when strained. They can 
be made physically small while still maintaining a high nominal resistance.

Semiconductor strain gage bridges may have 30 times the sensitivity of bridges employing metal fi lms, but 
are temperature-sensitive and diffi cult to compensate. Their change in resistance with strain is also nonlin-
ear. They are not in as widespread use as the more stable metal-fi lm devices for precision work; however, 
where sensitivity is important and temperature variations are small, they may have some advantage.

Figure 4-25: A metal foil strain gage
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Instrumentation is similar to that for metal-fi lm bridges but is less critical because of the higher signal 
levels and decreased transducer accuracy. Figure 4-26 summarizes the relative performance of metal and 
semiconductor strain gages.

Figure 4-27: A beam force sensor using a strain gage bridge
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Piezoelectric force transducers are employed where the forces to be measured are dynamic (i.e., continually 
changing over the period of interest—usually of the order of milliseconds). These devices utilize the effect 
that changes in charge are produced in certain materials when they are subjected to physical stress. In fact, 
piezoelectric transducers are displacement transducers with quite large charge outputs for very small dis-
placements, but they are invariably used as force transducers on the assumption that in an elastic material, 
displacement is proportional to force. Piezoelectric devices produce substantial output voltage in instru-
ments such as accelerometers for vibration studies. Piezoelectric sensor output conditioning is discussed 
within Section 4-4 of this chapter.

Strain gages can be used to measure force, as shown in Figure 4-27, where a cantilever beam is slightly 
 defl ected by the applied force. Four strain gages are used to measure the fl ex of the beam, two on the 
top, and two on the bottom. The gages are connected in a four-element bridge confi guration. Recall from 
 Section 4-2 that this confi guration gives maximum sensitivity and is inherently linear. This confi guration 
also offers fi rst-order correction for temperature drift in the individual strain gages.

Figure 4-26: A comparison of metal 
and semiconductor type strain gages
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Strain gages are low-impedance devices, consequently they require signifi cant excitation power to obtain 
reasonable levels of output voltage. A typical strain-gage-based load cell bridge will have a 350 Ω imped-
ance and is specifi ed as having a sensitivity in a range 3 mV–10 mV full scale, per volt of excitation.

The load cell is composed of four individual strain gages arranged as a bridge, as shown in Figure 4-28. 
For a 10 V bridge excitation voltage with a rating of 3 mV/V, 30 mV of signal will be available at 
full-scale loading.

While increasing the drive to the bridge can increase the output, self-heating effects are a signifi cant limita-
tion to this approach—they can cause erroneous readings, or even device destruction. One technique for 
evading this limitation is to use a low duty cycle pulsed drive signal for the excitation.

Many load cells have the ±”SENSE” connections as shown, to allow the signal-conditioning electronics to 
compensate for dc drops in the wires (Kelvin sensing as discussed in Section 4-2). This brings the wires to 
a total of six for the fully instrumented bridge. Some load cells may also have additional internal resistors 
for temperature compensation purposes.

Figure 4-28: A load cell comprising four strain gages is shown 
in physical (top) and electrical (bottom) representations
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Pressures in liquids and gases are measured electrically by a variety of pressure transducers. A number of 
mechanical converters (including diaphragms, capsules, bellows, manometer tubes, and Bourdon tubes) 
are used to measure pressure by measuring an associated length, distance, or displacement, and to measure 
pressure changes by the motion produced, as shown by Figure 4-29.

The output of this mechanical interface is then applied to an electrical converter such as a strain gage, or 
piezoelectric transducer. Unlike strain gages, piezoelectric pressure transducers are typically used for high 
frequency pressure measurements (such as sonar applications, or crystal microphones).

There are many ways of defi ning fl ow (mass fl ow, volume fl ow, laminar fl ow, turbulent fl ow). Usually the 
amount of a substance fl owing (mass fl ow) is the most important, and if the fl uid’s density is constant, a 
volume fl ow measurement is a useful substitute that is generally easier to perform. One commonly used 
class of transducers, which measures fl ow rate indirectly, involves the measurement of pressure.

Flow can be derived by taking the differential pressure across two points in a fl owing medium—one at a 
static point and one in the fl ow stream. Pitot tubes are one form of device used to perform this function, 
where fl ow rate is obtained by measuring the differential pressure with standard pressure transducers.

Differential pressure can also be used to measure fl ow rate using the venturi effect by placing a restriction 
in the fl ow. Although there are a wide variety of physical parameters being sensed, the electronics interface 
is very often strain gage based.

Bridge Signal Conditioning Circuits
The remaining discussions of this section deal with applications that apply the bridge and strain gage con-
cepts discussed thus far in general terms.

An example of an all-element varying bridge circuit is a fatigue monitoring strain sensing circuit, as shown 
in Figure 4-30. The full bridge is an integrated unit, which can be attached to the surface on which the 
strain or fl ex is to be measured. In order to facilitate remote sensing, current mode bridge drive is used. The 
remotely located bridge is connected to the conditioning electronics through a 4-wire shielded cable. The 
OP177 precision op amp servos the bridge current to 10 mA, being driven from an AD589 reference volt-
age of 1.235 V. Current buffering of the op amp is employed in the form of the PNP transistor, for lowest 
op amp self-heating, and highest gain linearity.

Figure 4-29: Pressure sensors use strain 
gages for indirect pressure measurement
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Figure 4-31: A precision 
350 Ω load cell amplifi er, 
using a buffered voltage-
driven confi guration with 
Kelvin sensing and a 
precision in amp 350Ω
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The strain gage produces an output of 10.25 mV/1000 µε. The signal is amplifi ed by the AD620 in amp, 
which is confi gured for a gain of 100 times, via an effective RG of 500 Ω. Full-scale voltage calibration is 
set by adjusting the 100Ω gain potentiometer such that, for a sensor strain of –3500 µε, the output reads 
–3.500 V; and for a strain of +5000 µε, the output registers +5.000 V. The measurement may then be digi-
tized with an ADC which has a 10 V full-scale input range.

The 0.1 µF capacitor across the AD620 input pins serves as an EMI/RFI fi lter in conjunction with the 
bridge resistance of 1 kΩ. The corner frequency of this fi lter is approximately 1.6 kHz.

Another example is a load cell amplifi er circuit, shown in Figure 4-31. This circuit is more typical of a 
bridge workhorse application. It interfaces with a typical 350Ω load cell, and can be confi gured to accom-
modate typical bridge sensitivities over a range of 3 mV–10 mV/V.

Figure 4-30: A precision strain 
gage sensor amplifi er using a 
remote current-driven 1 kΩ
bridge, a buffered precision op 
amp driver, and a precision in 
amp 100X gain stage
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A 10.000 V bridge excitation excitation is derived from an AD588 10 V reference, with an OP177 and 
2N2219A used as a buffer. The 2N2219A is within the OP177 feedback loop and supplies the necessary 
bridge drive current (28.57 mA). This ensures that the op amp performance will not be compromised. The 
Kelvin sensing scheme used at the bridge provides for low errors due to wiring resistances, and a precision 
zener diode reference, the AD588, provides lowest excitation drift and scaling with temperature changes.

To ensure highest linearity is preserved, a low drift instrumentation amplifi er is used as the gain stage. This 
design has a minimum number of critical resistors and amplifi ers, making the entire implementation ac-
curate, stable, and cost effective. In addition to low excitation voltage TC, another stability requirement is 
minimum in amp gain TC. Both factors are critical towards insuring stable circuit scaling over temperature.

With the use of the AD621B in amp as shown, the scaling is for a precise gain of 100 (as set by the 
Pin 1–8 jumper), for lowest in amp gain TC. The AD621B is specifi ed for a very low gain TC, only 5 
ppm/°C. The gain of 100 translates a 100 mV full-scale bridge output to a nominal 10 V output. Alternately, 
an AD620B could also be used, with the optional gain network consisting of the fi xed 475 Ω resistor, and 
100 Ω  potentiometer for gain adjustment. This will provide a 50 ppm/°C gain TC for the in amp, plus the 
TC of the external parts (which should have low temperature coeffi cients).

While the lowest TC is provided by the fi xed gain AD621 setup, it doesn’t allow direct control of overall 
scaling. To retain the very lowest TC, scaling could be accomplished via a software autocalibration routine. 
Alternately, the AD588 and OP177 reference/op amp stage could be confi gured for a variable excitation 
voltage (as opposed to a fi xed 10.000 V as shown). Variable gain in the reference voltage driver will effec-
tively alter the excitation voltage as seen by the bridge, and thus provide fl exible overall system scaling. Of 
course, it is imperative that such a scheme be implemented with low TC resistances.

As shown previously, a precision load cell is usually confi gured as a 350 Ω bridge. Figure 4-32 shows a 
precision load cell amplifi er, within a circuit possessing the advantage of being powered from just a single 
power supply.

Figure 4-32: a single-supply load cell amplifi er
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As noted previously, the bridge excitation voltage must be both precise and stable, otherwise it can intro-
duce measurement errors. In this circuit, a precision REF195 5 V reference is used as the bridge drive, 
allowing a TC as low as 5 ppm/°C. The REF195 reference can also supply more than 30 mA to a load, so 
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it can drive a 350 Ω bridge (~14 mA) without need of a buffer. The dual OP213 is confi gured as a gain-of-
100, two-op-amp in amp. The resistor network sets the gain according to the formula:

10 k 20 k
G 1 100

1k 196 28.7

Ω Ω
= + + =

Ω Ω + Ω
 Eq. 4-3

For optimum CMR, the 10 kΩ/1 kΩ resistor ratio matching should be precise. Close tolerance resistors 
(±0.5% or better) should be used, and all resistors should be of the same type.

For a zero volt bridge output signal, the amplifi er will swing to within 2.5 mV of 0 V. This is the minimum 
output limit of the OP213. Therefore, if an offset adjustment is required, the adjustment should start from a 
positive voltage at VREF and adjust VREF downward until the output (VOUT) stops changing. This is the point 
at which the amplifi er limits the swing. Because of the single supply design, the amplifi er cannot sense 
input signals that have negative polarity.

If linearity around or at zero volts input is required, or if negative polarity signals must be processed, the 
VREF connection can be connected to a stable voltage that is mid-supply (i.e., 2.5 V) rather than ground. 
Note that when VREF is not at ground, the output must be referenced to VREF. An advantage of this type of 
referencing is that the output is now bipolar, with respect to VREF.

The AD7730 24-bit sigma-delta ADC is ideal for direct conditioning of bridge outputs, and requires no 
interface circuitry (see Reference 10). A simplifi ed connection diagram was shown in Figure 4.21A. The 
entire circuit operates on a single 5 V supply, which also serves as the bridge excitation voltage. Note that 
the measurement is ratiometric, because the sensed bridge excitation voltage is also used as the ADC refer-
ence. Variations in the 5 V supply do not affect the accuracy of the measurement.

The AD7730 has an internal programmable gain amplifi er that allows a full-scale bridge output of ±10 mV 
to be digitized to 16-bit accuracy. The AD7730 has self- and system calibration features that allow offset 
and gain errors to be minimized with periodic recalibrations.

A “chop” or ac mode option minimizes the offset voltage and drift and operates similarly to a chop-
per-stabilized amplifi er. The effective input voltage noise RTI is approximately 40nV rms, or 264 nV 
peak-to-peak. This corresponds to a resolution of 13 ppm, or approximately 16.5 bits. Gain linearity is also 
approximately 16 bits.
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Many popular sensors have output impedances greater than several megohms, and thus the associated 
 signal-conditioning circuitry must be carefully designed to meet the challenges of low bias current, low 
noise, and high gain. Figure 4-33 lists a few examples of high impedance sensors.

A large portion of this section is devoted to a germane example, the analysis of a photodiode preamplifi er. 
This application demonstrates many of the problems associated with high impedance sensor signal-condi-
tioning circuits, and offers a host of practical solutions that can be applied to virtually all such sensors.

SECTION 4-4

High Impedance Sensors
Walt Kester, Scott Wurcer, Chuck Kitchin

Figure 4-33: High impedance sensors

• Photodiode Preamplifiers
• Piezoelectric Sensors
• Humidity 
• pH Monitors
• Chemical Sensors
• Smoke Detectors

Other examples of high impedance sensors to be discussed are piezoelectric sensors and charge-output sensors.

Photodiode Preamplifi er Design
Photodiodes generate a small current that is proportional to the level of illumination. Their applications 
range from relatively low speed, wide dynamic range circuits to much higher speed circuits. Examples of 
the types of applications are precision light meters and high-speed fi ber optic receivers.

One of the standard methods for specifying photodiode sensitivity is to state its short-circuit photocurrent 
(Isc) for a given light level from a well-defi ned light source. The most commonly used source is an incan-
descent tungsten lamp running at a color temperature of 2850K.

At 100 fc (foot candles) of illumination (approximately the light level on an overcast day), the short-circuit 
current usually falls in a range of picoamps to hundreds of microamps for small area (less than 1 mm2) diodes.
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The equivalent circuit for a photodiode is shown in Figure 4-34. The short-circuit current is very linear over 
6 to 9 decades of light intensity, and is therefore often used as a measure of absolute light levels. The open-
circuit forward voltage drop across the photodiode varies logarithmically with light level but, because of its 
large temperature coeffi cient, the diode voltage is seldom used as an accurate measure of light intensity.

The shunt resistance RSH is usually on the order of 1000 MΩ at room temperature, and decreases by a factor 
of 2 for every 10ºC rise in temperature. Diode capacitance CJ is a function of junction area and the diode 
bias voltage. A value of 50 pF at zero bias is typical for small-area diodes.

Figure 4-34: A photodiode equivalent circuit
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Figure 4-35: Photodiode operating modes
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PHOTOCONDUCTIVE
• Reverse Bias
• Has “Dark” Current
• Nonlinear
• Higher Noise (Johnson + Shot)
• High Speed Applications

Photodiodes may be operated in either of two basic modes, as shown in Figure 4-35. These modes are with 
zero bias voltage (photovoltaic mode, left) or with a reverse-bias voltage (photoconductive mode, right).

The most precise linear operation is obtained in the photovoltaic mode, while higher switching speeds can 
be realized when the diode is operated in the photoconductive mode at the expense of linearity. Under 
these reverse-bias conditions, a small amount of current called dark current will fl ow—even when there 
is no illumination.



259

Sensor Signal Conditioning

A convenient way to convert the photodiode current into a usable voltage is to use a low bias current op 
amp, confi gured as a current-to-voltage converter as shown in Figure 4-37. The diode bias is maintained 
at zero volts by the virtual ground of the op amp, and the short-circuit current is converted into a voltage. 
At maximum sensitivity the amplifi er must be able to detect a diode current of 30 pA. This implies that the 
feedback resistor must be very large, and the amplifi er bias current very small.

Figure 4-36: Short circuit current versus light intensity for 
SD-020-12-001 photodiode (photovoltaic operating mode)
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Figure 4-37: A simplifi ed current-to-voltage converter uses a 
low bias current op amp and a high value feedback resistor
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Sensitivity: 1mV/pA

There is no dark current in the photovoltaic mode. In the photovoltaic mode, the diode noise is basically the 
thermal noise generated by the shunt resistance. In the photoconductive mode, shot noise due to conduc-
tion is an additional source of noise. Photodiodes are usually optimized during the design process for use in 
either the photovoltaic mode or the photoconductive mode, but not both.

Figure 4-36 shows the photosensitivity for a small photodiode (Silicon Detector Part Number SD-020-12-001). 
This diode has a basic sensitivity of 0.03 µA/fc, and was chosen for the design example to follow. As this 
chart indicates, this photodiode’s dynamic range covers six orders of magnitude.

For example, 1000 MΩ will yield a corresponding voltage of 30 mV for this amount of current. Larger re-
sistor values are impractical, so we will use 1000 MΩ for the most sensitive range. This will give an output 
voltage range of 10 mV for 10 pA of diode current and 10 V for 10 nA of diode current. This yields a range 
of 60 dB. For higher values of light intensity, the gain of the circuit must be reduced by using a smaller 
feedback resistor. For this range of maximum sensitivity, we should be able to easily distinguish between 
the light intensity on a clear, moonless night (0.001 fc), and that of a full moon (0.1 fc).
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Notice that we have chosen to get as much gain as possible from one stage, rather than cascading two stag-
es. This is in order to maximize the signal-to-noise ratio (SNR). If we halve the feedback resistor value, the 
signal level decreases by a factor of 2, while the noise due to the feedback resistor 
decreases by only . This reduces the SNR by 3 dB, assuming the closed loop bandwidth remains con-
stant. Later in the analysis, we will fi nd the resistors one of the largest overall output noise contributors.

To accurately measure photodiode currents in the tens of picoamps range, the bias current of the op amp 
should be no more than a few picoamps. This considerably narrows the choice. The industry-standard OP07 
is an ultralow offset voltage (10 µV) bipolar op amp, but its bias current is 4 nA (4000 pA). Even superbeta 
bipolar op amps with bias current compensation (such as the OP97) have bias currents on the order of 
100 pA at room temperature, but they might be suitable for very high temperature applications, as unlike 
FET amplifi ers, the bias currents do not double for every 10ºC increase.

A JFET input electrometer-grade op amp is chosen for our photodiode preamp, since it must operate only 
over a limited temperature range. Figure 4-38 summarizes the performance of several popular “electrometer 
grade” FET input op amps.

Figure 4-38: Some JFET input electrometer grade 
op amps suitable for use in photodiode preamplifi ers

PART #

AD549K
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AD820B

VOS,
MAX*
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MAX*

100fA

3pA
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0.1Hz TO 10Hz
NOISE, TYP

4µV p-p

1µV p-p

2µV p-p

PACKAGE

TO-99

SOIC

SOIC, DIP

TC VOS,
TYP

5µV/°C

3µV/°C

2µV/°C

*25°C SPECIFICATION

As can be noted from this fi gure, the 25°C maximum bias current specifi cation ranges from a few pA down 
to as low as 100 fA, and there are a number of packages types from which to choose. As will be seen short-
ly, the package fi nally chosen can and will affect the performance of the circuit in terms of the bias current 
realized within an application. This is due to relative ability to control the inevitable leakage currents in a 
design’s production environment.

Of these devices, the AD549 and AD795 are fabricated on a BiFET process and use P-Channel JFETs as 
the input stage, as is shown in Figure 4-39. The rest of the op amp circuit is designed using bipolar devices. 
These BiFET op amps are laser trimmed at the wafer level, to minimize offset voltage and offset voltage 
drift. The offset voltage drift is minimized, by fi rst trimming the input stage for equal currents in the JFET 
differential pair (drift trim resistors). A further trim of the JFET source resistors minimizes the input offset 
voltage (offset voltage trim resistors).

For these discussions, an AD795JR was selected for the photodiode preamplifi er, with key specifi cations 
summarized in Figure 4-38. This allows high circuit performance in an SOIC packaged device.

Alternately, for even greater performance, the AD549 could be used. The AD549 uses the glass sealed 
TO-99 package, which allows the very highest performance in terms of low leakage. More on this follows.

Since the photodiode current is measured in terms of picoamperes, it should be understood that extremely 
close attention must be given to all potential leakage paths in the actual physical circuit. To put this in some 
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perspective, consider the a simple printed circuit card example with two parallel conductor traces on a 
high-quality, well-cleaned epoxy-glass PC board 0.05 inches apart and parallel for 1 inch. Such an insulator 
has a leakage resistance of approximately 1011 Ω at +125ºC. By simple application of Ohm’s law, 15 V of 
bias between these runs produces a 150 pA current—suffi cient to mask all signal levels below this current. 
Obviously then, low-level photodiode circuitry needs to employ all possible means of minimizing such 
parasitic currents. Unfortunately, they can arise from numerous sources, some of which can be quite subtle 
in origin.

Figure 4-40 illustrates the circuit elements subject to leakage for the photodiode circuit, as enclosed within 
the dotted lines. The feedback resistor is highly critical, and should be a close tolerance (1%), low TC 
(50 ppm/°C) unit. Typical units suitable for R2 will be manufactured with thin fi lm or metal oxide construc-
tion on ceramic or glass, with glass insulation. It should be readily apparent that any shunt conductive paths 

Figure 4-40: Critical leakage paths and components for a photodiode 
preamplifi er circuit are those within the dotted line area
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across this resistor’s body can (and will) degrade or lower the net effective resistance, producing scaling 
errors. It is for this reason that such high value resistors are often glass enclosed, and can require special 
handling. Some sources of suitable high value resistors are listed in the section references. If used, com-
pensation capacitor C2 should use the lowest loss dielectric possible. Typically this will mean a fi lm type 
capacitor of Tefl on, polypropylene, or polystyrene construction.

All connections to the op amp’s summing junction should be kept short, clean, and free from manufacturing 
process chemicals and residues. In cases where an input cable is used to connect the photodiode to the pre-
amp, it should be kept as short as possible, and should use Tefl on or similar low loss dielectric insulation.

The above considerations deal mainly with the more obvious construction points towards optimizing ac-
curacy and keeping leakage low. However, two of the more diffi cult leakage sources that can plague this 
circuit aren’t quite as obvious. These are the op amp package-related parasitic leakages, which can occur 
from all op amp package pins adjacent to the input pin. Consider leakage as a high value resistance to Pin 2.

Although it doesn’t show in this particular fi gure (since Pin 1 isn’t actively used by the application), any
leakage from package Pin 1 can be very relevant. Note also, that since Pin 3 is grounded, it prevents error 
from leakage between Pins 4 and 2. If however, Pin 1 has any signifi cant voltage on it (which it does in 
the case of the offset null pin of the AD820BN DIP device) serious leakage will then occur between Pins 1 
and 2. The AD795JR SOIC is immune to this leakage, as Pin 1 isn’t connected internally. These comments 
serve to illustrate some of the subtleties of these leakage sources.

The situation just described for the AD820BN DIP packaged device is by no means unique, as Pin 1 is a 
standard offset trim pin on many op amps. This circumstance will always tend to leak current into any high 
impedance source seen at Pin 2. There are also cases for follower-connected stages where leakage is just as 
critical, if not more so. In such cases the leakage goes into Pin 3 as a high impedance, typically from Pin 4, 
which is –VS. Fortunately however, there is a highly effective answer to controlling both of these leakage 
problems, and that is the use of circuit guard techniques.

Guarding is used to reduce parasitic leakage currents, by isolating a sensitive amplifi er input from large 
voltage gradients across the PC board. It does this by interposing a conductive barrier or screen between a 
high voltage source and a sensitive input. The barrier intercepts the leakage which would otherwise fl ow 
into the sensitive node, and diverts it away. In physical terms, a guard is a low impedance conductor that 
completely surrounds an input line or node, and it is biased to a potential equal to the line’s voltage.

Note that the low impedance nature of a guard conductor shunts leakage harmlessly away. The biasing of 
the guard to the same potential as the guarded pin reduces any possibility of leakage between the guard 
itself and the guarded node. The exact technique for guarding depends on the amplifi er’s mode of operation, 
i.e., whether the connection is inverting (like Figure 4-40), or a noninverting stage.

Figure 4-41 shows a PC board layout for guarding the inputs of the AD820 op amp, as operated within 
either an inverting (top) or a noninverting gain stage (bottom). This setup uses the DIP (“N”) package, 
and would also be applicable to other devices where relatively high voltages occur at Pin 1 or 4. Using a 
standard 8-pin DIP outline, it can be noted that this package’s 0.1" pin spacing allows a PC trace (the guard 
trace) to pass between adjacent pins. This is the key to implementing effective DIP package guarding—the 
complete surrounding of the guarded trace with a low impedance trace.

In the inverting mode (top), note that Pin 3 connected and grounded guard traces surround the op amp 
inverting input (Pin 2), and run parallel to the input trace. This guard would be continued out to and around 
the source device and feedback connection in the case of a photodiode (or around the input pad, in the 
case of a cable). In the follower mode (bottom), the guard voltage is the feedback divider tap voltage to 
Pin 2, i.e., the inverting input node of the amplifi er. Although the feedback divider impedance isn’t as low 
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Figure 4-42: Guard techniques for inverting and 
noninverting op amp stages using SOIC package devices
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in  absolute terms as a direct ground, it is still quite effective. Even a 1 kΩ or so impedance here will still 
be many orders of magnitude lower than the Pin 3 impedance. In both the inverting and the noninverting 
modes, the guard traces should be located on both sides of the PC board, with top and bottom side traces 
connected with several vias. Things become slightly more complicated when using guarding techniques 
with the SOIC surface mount (“R”) package, because the 0.05" pin spacing doesn’t allow routing of PC 
board traces between the pins. But there still is an effective guarding answer, at least for the inverting case. 
Figure 4-42 shows the preferred method.

Figure 4-41: Guard techniques for inverting and 
noninverting op amp stages using DIP package devices

4

8

7

6

5

3

GUARD
INPUT

1

2

4

8

7

6

5

3INPUT

GUARD

GUARD

GUARD

AD820BN

“N”
PACKAGE

AD820BN

“N”
PACKAGE

2

3

6
_

+

+

_

3

2

6

INVERTER

FOLLOWER

1

2

AD820BN

AD820BN



264

Chapter Four

In the AD795 SOIC “R” package, Pins 1, 5, and 8 are “no-connect” pins and can be used to route signal 
traces as shown. Thus in the case of the inverting stage (top), guarding is still completely effective, with 
dummy Pin 1 and Pin 3 acting as a grounded guard trace.

In the case of the follower stage (bottom), the guard trace must be routed around the –VS pin, and thus the 
Pin 4 to Pin 3 leakage is not fully guarded. For this reason, a very high impedance follower stage using an 
SOIC package op amp isn’t generally recommended, as adequate guarding simply isn’t possible. An excep-
tion to this caveat would apply the use of a single-supply op amp as a follower (for example, the AD820), in 
which case Pin 4 becomes grounded by default, and some degree of intrinsic guarding is established.

For extremely low bias current applications, such as for example with the AD549 with input bias current of 
100 fA, the high impedance input signal connection of the op amp should be made to a virgin Tefl on stand-
off insulator, as shown in Figure 4-43. Note—“virgin” Tefl on is a solid piece of new Tefl on material that 
has been machined to shape (as opposed to one welded together from powder or grains).

Figure 4-43: Input pin isolation technique 
using virgin Tefl on standoff insulator 
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If mechanical and manufacturing considerations allow, the sensitive op amp input pin should be soldered 
directly to the Tefl on standoff, rather than going through a PCB hole.

For TO-99 packaged devices, such as the AD549KH, two possible guarding choices present themselves. 
One method is to employ the device in a scheme like Figure 4-43, with the sensitive input pin going to the 
Tefl on stand-off. Alternately, a round PCB layout scheme that is more amenable to the TO-99 package can 
be used, as shown in Figure 4-44.

This scheme uses a guard ring, which completely surrounds the input and feedback nodes, with the ring tied 
to the device’s metal can through the Pin 8 connection. The guard ring is then also tied to either ground or 
the feedback divider, as suits the application. This setup can also be further modifi ed, to use the more sensi-
tive of the two inputs going to a Tefl on stand-off within the guard ring, for the ultimate in performance.

Note that in all cases where control of leakage is critical, the PC board itself must be carefully cleaned and 
then sealed against humidity and dirt using a high quality conformal coating material. In addition to mini-
mizing leakage currents, the entire circuit should be well shielded with a grounded metal shield to prevent 
stray signal pickup.
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Preamplifi er Offset Voltage and Drift Analysis
A photodiode preamp offset voltage and bias current model is shown in Figure 4-45. There are two im-
portant considerations in this circuit. First, the diode shunt resistance (R1) is a function of temperature—it 
halves every time the temperature increases by 10ºC. At room temperature (25ºC), R1 = 1000 MΩ, but at 
70ºC it decreases to 43 MΩ. This has a drastic impact on the circuit noise gain and hence the output offset 
voltage. In the example, at 25ºC the dc noise gain is 2, but at 70ºC it increases to 24.

The second circuit diffi culty is that the input bias current doubles with every 10ºC temperature rise. The 
bias current produces an output offset error equal to IBR2. At 70ºC bias current increases to 72 pA, com-
pared to 3 pA at room temperature. Normally, the addition of a resistor (R3) between the noninverting 
input of the op amp and ground, with a value of R1||R2 would yield a fi rst-order cancellation of this effect. 
However, because R1 changes with temperature, this method simply isn’t effective. In addition, if R3 is 

Figure 4-45: AD795JR photodiode preamplifi er offset error model
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used, the bias current then develops a voltage across it, which in turn would be applied to the photodiode as 
a parasitic bias. Such a bias would cause the diode response to become nonlinear, thus the use of R3 is also 
undesirable from a linearity point-of-view.

The total referred-to-output (RTO) offset voltage preamp errors are summarized in Figure 4-46. Notice that 
at 70ºC the total error is 87.2 mV. This error is acceptable for the design under consideration. The primary 
contributor to the error at high temperature is of course the bias current.

Figure 4-46: AD795JR photodiode preamplifi er offset error summary
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Several steps can be taken to minimize amplifi er temperature rise, and thus offset drift. Operating the 
amplifi er at reduced supply voltages, minimizing the output drive requirements, and heat sinking are some 
ways to reduce this error. The addition of an external offset nulling circuit would minimize the initial input 
offset voltage error.

Thermoelectric Voltages as Sources of Input Offset Voltage
As discussed earlier in this chapter, thermoelectric potentials are generated by electrical connections are 
made between different metals. For example, the copper PC board electrical contacts to the kovar input 
pins of a TO-99 IC package can create an offset voltage of up to 40 µV/°C, if the two bimetal junctions so 
formed are at different temperatures. Even ordinary solders, being composed of alloys different from PCB 
copper traces, can give rise to thermoelectric voltages. For example, common high tin content lead-tin 
solder alloys, when used with copper, create thermoelectric voltages on the order of 1 µV/°C to 3 µV/°C 
(see Reference 8). While some special cadmium-tin solders can reduce this voltage to 0.3 µV/°C, cadmium 
solders aren’t in general use for health reasons. Another possible low thermal EMF solder is a low tin alloy 
such as Sn10Pb90.

The best general solution to minimizing this spurious thermocouple problem is to ensure that the connec-
tions to the inverting and noninverting input pins of the IC are made with the same material, and that the 
PC board thermal layout is such that these two pins remain at the same temperature. Everything should be 
balanced from a thermal standpoint. In the case where a Tefl on standoff is used as an insulated connection 
point for the inverting input (as in the case of this preamp), prudence dictates that connections to the nonin-
verting inputs also be made in a similar manner to minimize possible thermoelectric effects, and in keeping 
with the principle of thermal symmetry.
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Preamplifi er AC Design, Bandwidth, and Stability
The key to the preamplifi er ac design is an understanding of the circuit noise gain as a function of fre-
quency. Plotting gain versus frequency on a log-log scale makes the analysis relatively simple (see Figure 
4-47). This type of plot is also referred to as a Bode plot. The noise gain is the gain seen by a small voltage 
source in series with one of the op amp input terminals. It is also the same as the noninverting signal gain 
(the gain from “A” to the output). In the photodiode preamplifi er, the signal current from the photodiode 
passes through the C2/R2 network. It is important to distinguish between the signal gain and the noise gain, 
because it is the noise gain characteristic that determines the net circuit stability, regardless of where the 
signal is actually applied.

Note that the net slope between the noise gain and the open loop gain curves, at the point where they inter-
sect, determines system stability. For unconditional stability, the noise gain curve must intersect the open 
loop response with a net slope of less than 12 dB/octave (or 20 dB per decade). In the fi gure, the dotted 
(C2 = 0) line shows a noise gain that intersects the open loop gain at a net slope of 12 dB/octave, indicating 
an unstable condition. This is what would occur in the circuit, without a feedback capacitor.

The general equations for determining the break points and gain values in the Bode plot are also given in 
Figure 4-47. It is useful to examine these gain characteristics with increasing frequency. At low frequencies, 
the circuit noise gain is 1 + R2/R1, as indicated by the lowest frequency shelf (below 10 Hz). There are 
two key time constants in this circuit, τ1 and τ2. The fi rst comes into play as a zero in the noise gain trans-
fer function, which occurs at a frequency of f1 = 1/2πτ1, where τ1 = R1||R2 (C1 + C2). Stated simply, this 
frequency falls where the noise gain begins to increase to a new (higher) value from the low frequency gain 
of 1 + R2/R1 plateau. In the Figure 4-47 example f1 occurs at 10 Hz.

Above f1, gain increases towards a high frequency gain plateau where the gain is 1 + C1/C2, which is indi-
cated as the highest frequency shelf (above 100 Hz). The second time constant, τ2, comes into play as a pole 
of the transfer function, which occurs at a corner frequency, f2 = 1/2πτ2, where τ2 = R2C2. It can also be 
noted that this is equal to the signal bandwidth, if the signal is applied at point “B.”

Figure 4-47: A generalized noise gain Bode plot
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Plotting the composite noise gain curve on the log-log graph is a simple matter of connecting the f1 and f2

breakpoints with a line having a 45º slope, after fi rst sketching the fl at low and high frequency gain pla-
teaus. The point at which the high frequency noise gain intersects the op amp open loop gain is called the
closed loop bandwidth. Notice that the signal bandwidth for a signal applied at point “B” is much less, and 
is 1/2 πR2C2.

Figure 4-48 shows the noise gain plot for the photodiode preamplifi er using actual circuit values. The 
choice of C2 determines the actual signal bandwidth and also the phase margin. In the example, a signal 
bandwidth of 16 Hz was chosen. Notice that a smaller value of C2 would result in a higher signal band-
width and a corresponding reduction in phase margin. It is also interesting to note that although the signal 
bandwidth is only 16 Hz, the closed loop bandwidth is 167 kHz. This will have important implications with 
respect to the output noise voltage analysis to follow.

It is important to note that temperature changes do not signifi cantly affect the stability of the circuit. 
Changes in R1 (the photodiode shunt resistance) affect only the low frequency noise gain and the frequency 
at which the zero in the noise gain response occurs. The high frequency noise gain is determined by the 
C1/C2 ratio.

Photodiode Preamplifi er Noise Analysis
To begin a noise analysis, we fi rst consider the AD795 input voltage and current noise spectral densities, 
as shown in Figure 4-49. The AD795 performance is truly impressive for a JFET input op amp: 1 µV p-p 
 typical 0.1 Hz to 10 Hz noise, and a 1/f corner frequency of 12 Hz, comparing favorably with all but the 
best bipolar op amps. As shown in the (right) fi gure, the current noise is much lower than for bipolar op 
amps, a key factor making it an ideal choice for high impedance applications.

Figure 4-48: Noise gain of the AD795 photodiode preamplifi er at 25°C 
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The complete noise model for an op amp is shown in Figure 4-50. This model includes the reactive ele-
ments C1 and C2. Each individual output noise contributor is calculated by integrating the square of its 
spectral density over the appropriate frequency bandwidth and then taking the square root, as:

( )2

1 1
RMS OUTPUT NOISE DUE TO V V f df= ∫  Eq. 4-4

In most cases, this integration can be done by inspection of the graph of the individual spectral densi-
ties superimposed on a graph of the noise gain. The total output noise is then obtained by combining the 
individual components in a root-sum-squares manner. The table in the diagram shows how each individual 
source is refl ected to the output, and the corresponding bandwidth for integration. The factor of 1.57 (π/2)
is required to convert the single-pole bandwidth into its equivalent noise bandwidth.

Figure 4-50: A noise model of preamp
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The resistor Johnson noise spectral density VR is given by:

RV 4kTR=  Eq. 4-5

where R is the resistance in ohms, k is Boltzmann’s constant (1.38 × 10−23 J/K), and T is the absolute 
 temperature in Kelvins.

A simple way to compute this is to remember that the noise spectral density of a 1 kΩ resistor is 4 nV Hz
at +25ºC. The Johnson noise of another resistor value can be found by multiplying by the square root of the 
ratio of the resistor value to 1000Ω. For example, a 4 kΩ resistor produces a noise density times a 1 kΩ
resistor, or (at +25ºC).

Finally, note that Johnson noise is broadband, and its spectral density is constant with frequency.

Input Voltage Noise
In order to obtain the output voltage noise spectral density plot due to the input voltage noise, the input 
voltage noise spectral density plot is multiplied by the noise gain plot. This is easily accomplished using 
the Bode plot on a log-log scale. The total RMS output voltage noise due to the input voltage noise is then 
obtained by integrating the square of the output voltage noise spectral density plot, and then taking the 
square root. In most cases, this integration may be approximated. A lower frequency limit of 0.01 Hz in the 
1/f region is normally used. If the bandwidth of integration for the input voltage noise is greater than a few 
hundred Hz, the input voltage noise spectral density may be assumed to be constant. Usually, the value of 
the input voltage noise spectral density at 1 kHz will provide suffi cient accuracy.

It is important to note that the input voltage noise contribution must be integrated over the entire closed-
loop bandwidth of the circuit (the closed loop bandwidth, fcl, is the frequency at which the noise gain 
intersects the op amp open loop response). This is also true of the other noise contributors that are refl ected 
to the output by the noise gain (namely, the non inverting input current noise and the non inverting input 
resistor noise). 

The inverting input noise current fl ows through the feedback network to produce a noise voltage con-
tribution at the output. The input noise current is approximately constant with frequency, therefore, the 
integration is accomplished by multiplying the noise current spectral density (measured at 1 kHz) by the 
noise bandwidth which is 1.57 times the signal bandwidth (1/2 πR2C2). The factor of 1.57 (π/2) arises 
when single-pole 3 dB bandwidth is converted to equivalent noise bandwidth.

Johnson Noise Due to Feedforward Resistor R1

The noise current produced by the feedforward resistor R1 also fl ows through the feedback network to pro-
duce a contribution at the output. The noise bandwidth for integration is also 1.57 times the signal  bandwidth.

Noninverting Input Current Noise

The noninverting input current noise, IN+, develops a voltage noise across R3 that is refl ected to the output 
by the noise gain of the circuit. The bandwidth for integration is therefore the closed-loop bandwidth of the 
circuit. However, there is no contribution at the output if R3 = 0 (or, if R3 is used, but it is bypassed with a 
large capacitor). This will usually be desirable when operating the op amp in the inverting mode.
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Johnson Noise Due to Resistor in Noninverting Input

The Johnson voltage noise due to R3 is also refl ected to the output by the noise gain of the circuit. Again, if 
R3 is bypassed suffi ciently, it makes no signifi cant contribution to the output noise.

Summary of Photodiode Circuit Noise Performance

Figure 4-51 shows the output noise spectral densities for each of the contributors at 25ºC. As can be noted, 
there is no contribution due to IN+ or R3, since the noninverting input of the op amp is grounded.

Figure 4-51: Preamp output spectral noise densities (nV/√√Hz) @25ºC
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Figure 4-52: AD795K preamp with output fi lter and offset null option 
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Noise Reduction Using Output Filtering

From the above analysis, the largest contributor to the output noise voltage at 25°C is the input voltage 
noise of the op amp refl ected to the output by the noise gain. This contributor is large primarily because the 
noise gain over which the integration is performed extends to a bandwidth of 167 kHz (the intersection of 
the noise gain curve with the open-loop response of the op amp). If the op amp output is fi ltered by a single-
pole low-pass fi lter with a 20 Hz cutoff frequency (τ = 7.95 ms), this contribution is reduced to less than 
1 µVrms. The diagram for the fi nal, fi ltered, optimized photodiode circuit design is shown in Figure 4-52.

Notice that the same results would not be achieved simply by increasing the feedback capacitor, C2. 
Increasing C2 lowers the high frequency noise gain, but the integration bandwidth becomes proportionally 
higher. Larger values of C2 may also decrease the signal bandwidth to unacceptable levels.

The addition of the post-fi lter stage reduces output noise to 28.5 µVrms; approximately 75% of its former 
value, and the resistor noise and current noise are now the largest contributors to output noise. Practically, 
this fi lter can be either active or passive. Care will need to be taken, of course, that the fi lter circuit does not 
add any signifi cant noise of its own to the signal. Filter design is discussed in greater detail in Chapter 5 of 
this book. The fi nal circuit also includes an offset trim arrangement that is capable of nulling op amp offsets 
of up to ±1.5 mV.

Summary of Circuit Performance

Performance characteristics are summarized in Figure 4-53. The total output voltage drift over 0 to 70ºC 
is 87.2 mV, corresponding to 87.2 pA of diode current. The offset nulling circuit shown on the noninvert-
ing input can be used to null out the room temperature offset. Note that this method is better than using the 
offset null pins because using the offset null pins will increase the offset voltage TC by about 3 µV/ºC for 
each millivolt nulled. In addition, the AD795 SOIC package does not have offset nulling pins.

The input sensitivity based on a total output voltage noise of 44 µV is obtained by dividing the output 
 voltage noise by the value of the feedback resistor R2. This yields a minimum detectable diode current of 
44 fA. If a 12-bit ADC is used to digitize the 10 V full-scale output, the weight of the least signifi cant bit 
(LSB) is 2.5 mV. The output noise level is much less than this.
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Figure 4-53: AD795JR photodiode preamp performance summary

• Output Offset Error (0°C to 70°C) : 87.2mV

• Output Sensitivity: 1mV/pA

• Output Photosensitivity: 30V / foot-candle

• Total Output Noise @ 25°C : 28.5µV RMS

• Total Noise RTI @ 25°C : 44fA RMS, or 26.4pA p-p

• Range with R2 = 1000MΩ: 0.001 to 0.33 foot-candles

• Bandwidth: 16Hz

Photodiode Circuit Trade-off
Many trade-offs could be made in the basic photodiode circuit design we have described. More signal 
bandwidth can be achieved in exchange for a larger output noise level. Reducing the feedback capacitor 
C2 to 1 pF increases the signal bandwidth to approximately 160 Hz. Further reductions in C2 are not 
practical because the parasitic capacitance is probably in the order of 1 pF to 2 pF. Some small amount of 
feedback capacitance is also required to maintain stability.

If the circuit is to be operated at higher levels of illumination (greater than approximately 0.3 fc), the value 
of the feedback resistor can be reduced, thereby resulting in further increases in circuit bandwidth and less 
resistor noise.

If gain-ranging is to be used to measure higher light levels, extreme care must be taken in the design and 
layout of the additional switching networks to minimize leakage paths and other parasitic effects.

Compensation of a High Speed Photodiode I/V Converter
A classical I/V converter is shown in Figure 4-54. Note that it is the same as the previous photodiode pre-
amplifi er, if we assume that R1 >> R2. The total input capacitance, C1, is the sum of the diode capacitance 
and the op amp input capacitance. Dynamically, this is a classical second-order system, and the following 
guidelines can be applied in order to determine the proper compensation.

Figure 4-54: Input capacitance compensation for an I/V converter
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The net input capacitance, C1, forms a zero at a frequency f1 in the noise gain transfer function as shown in 
the Bode plot.

1

1
f

2 R2C1
=

π
 Eq. 4-6

Note that we are neglecting the effects of the compensation capacitor C2 and are assuming that it is small 
relative to C1 and will not signifi cantly affect the zero frequency f1 when it is added to the circuit. In most 
cases, this approximation yields results that are close enough, considering the other variables in the circuit.

If left uncompensated, the phase shift at the frequency of intersection, f2, will cause instability and oscilla-
tion. Introducing a pole at f2 by adding the feedback capacitor C2 stabilizes the circuit and yields a phase 
margin of about 45 degrees.

2

1
f

2 R2C2
=

π
 Eq. 4-7

Since f2 is the geometric mean of f1 and the unity-gain bandwidth frequency of the op amp, fu,

2 1 uf f f= ⋅  Eq. 4-8

These equations can be combined and solved for C2:

u

C1
C2

2 R2 f
=

π ⋅  Eq. 4-9

This C2 value yields a phase margin of about 45 degrees; increasing it by a factor of 2 increases phase mar-
gin to about 65 degrees. In practice, an optimum C2 value should be determined experimentally, by varying 
it slightly to optimize the output pulse response.

Op Amp Selection for Wideband Photodiode I/V Converters
The op amp in the high speed photodiode I/V converter should be a wideband FET-input one in order to 
minimize the effects of input bias current and allow low values of photocurrents to be detected. In addition, 
if the equation for the 3 dB bandwidth, f2, is rearranged in terms of fu, R2, and C1, then

u
2

f
f

2 R2C1
=

π
 Eq. 4-10

where C1 is the sum of the diode capacitance, CD, and the op amp input capacitance, CIN. In a high speed 
application, the diode capacitance will be much smaller than that of the low frequency preamplifi er design 
previously discussed—perhaps as low as a few pF.

By inspection of this equation, it is clear that in order to maximize f2, the FET-input op amp should have 
both a high unity gain bandwidth product, fu, and a low input capacitance, CIN. In fact, the ratio of fu to CIN

is a good fi gure-of-merit when evaluating different op amps for this application.

Figure 4-55 compares a number of FET-input op amps suitable for photodiode preamps. By inspection, the 
AD823 op amp has the highest ratio of unity gain bandwidth product to input capacitance, in addition to 
relatively low input bias current.

For these reasons, the AD823 op amp was chosen for the wideband design.
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High Speed Photodiode Preamp Design
The HP 5082-4204 PIN Photodiode will be used as an example for our discussion. Its characteristics are 
listed in Figure 4-56. It is typical of many PIN photodiodes.

Figure 4-55: FET input op amps suitable for high speed photodiode preamps
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Figure 4-56: HP 5082-4204 photodiode characteristics

• Sensitivity: 350µA @ 1mW, 900nm

• Maximum Linear Output Current: 100µA

• Area: 0.002cm 2 (0.2mm2)

• Capacitance: 4pF @ 10V Reverse Bias

• Shunt Resistance: 1011Ω

• Risetime: 10ns

• Dark Current: 600pA @ 10V Reverse Bias

As in most high speed photodiode applications, the diode will be operated in the reverse-biased or photo-
conductive mode. This greatly lowers the diode junction capacitance, but causes a small amount of dark
current to fl ow even when the diode is not illuminated (we will show a circuit that compensates for the dark 
current error later in the section). This photodiode is linear with illumination up to approximately 50 µA to 
100 µA of output current.

The available dynamic range is limited by the total circuit noise, and the diode dark current (assuming no 
dark current compensation).
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Using the circuit shown in Figure 4-57, assume that we wish to have a full scale output of 10 V for a diode 
current of 100 µA. This determines the value of the feedback resistor R2 to be 10 V/100 µA = 100 kΩ.

Using the diode capacitance, CD = 4 pF, and the AD823 input capacitance, CIN = 1.8 pF, the value of 
C1 = CD + CIN = 5.8 pF. Solving the above equations using C1=5.8pF, R2 = 100 kΩ, and fu = 16 MHz, we 
fi nd that:

f1 = 274 kHz 
C2 = 0.76 pF 
f2 = 2.1 MHz.

In the fi nal circuit shown, notice at the 100 kΩ resistor is replaced with three 33.2 kΩ fi lm resistors to mini-
mize stray capacitance. The feedback capacitor, C2, is a variable 1.5 pF ceramic and is adjusted in the fi nal 
circuit for best bandwidth/pulse response. The overall circuit bandwidth is approximately 2 MHz.

The full-scale output voltage of the preamp for 100 µA diode current is 10 V, and therefore the (uncompen-
sated) error (RTO) due to the photodiode dark current of 600 pA is 60 µV.

This dark current error can be effectively canceled using a second photodiode, D2, of the same type. This 
diode is biased with a voltage identical to D1 and, with nominally matched characteristics, will tend to 
conduct a similar dark current. In the circuit, this “dummy” dark current drives the 100 kΩ resistance in the 
noninverting input of the op amp. This produces a dark current proportional bias voltage which, due to the 
CM rejection of the op amp, has an end result of suppressing the dark current effects.

High Speed Photodiode Preamp Noise Analysis
As in most noise analyses, only the key contributors need be identifi ed. Because the noise sources combine 
in an RSS manner, any single noise source that is at least three or four times as large as any of the others 
will dominate.

In the case of the wideband photodiode preamp, the dominant sources of output noise are the input voltage 
noise of the op amp, VN, and the resistor noise due to R2, VN,R2 (see Figure 4-58). The input current noise of 
the FET-input op amp is negligible. The shot noise of the photodiode (caused by the reverse bias) is negli-
gible because of the fi ltering effect of the shunt capacitance C1.

Figure 4-57: 2 MHz bandwidth photodiode preamp with dark current compensation
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The resistor noise is easily calculated by knowing that a 1 k  resistor generates about 4 nV z , therefore, 
a 100 k  resistor generates 40 nV z . The bandwidth for integration is the signal bandwidth, 2.1 MHz, 
yielding a total output rms noise of:

6
N,R2V RTO NOISE 40 1.57 2.1 10 73 V rms= ⋅ ⋅ = µ

The factor of 1.57 converts the amplifi er approximate single-pole bandwidth of 2.1 MHz into the equivalent
noise bandwidth.

The output noise due to the input voltage noise is obtained by multiplying the noise gain by the voltage noise 
and integrating the entire function over frequency. This would be tedious if done rigorously, but a few reason-
able approximations can be made which greatly simplify the math. Obviously, the low frequency 1/f noise 
can be neglected in the case of the wideband circuit. The primary source of output noise is due to the high 
frequency noise-gain peaking that occurs between f1 and fu. If we simply assume that the output noise is con-
stant over the entire range of frequencies and use the maximum value for ac noise gain [1 + (C1/C2)], then

N N 2

C1
V RTO NOISE V 1 1.57f 250 V rms

C2
⎛ ⎞≈ + = µ⎜ ⎟⎝ ⎠

The total rms noise referred to the output is then the RSS value of the two components:

( ) ( )2 2
TOTAL RTO NOISE 73 250 260 V rms= + = µ

The total output dynamic range can be calculated by dividing the 10 V full-scale output by the total 
260 µ Vrms noise, and, converting to dB, yielding approximately 92 dB.

Figure 4-58: Equivalent circuit of preamp for output noise analysis
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High Impedance Charge Output Sensors
High impedance transducers such as piezoelectric sensors, hydrophones, and some accelerometers require 
an amplifi er that converts a transfer of charge into a voltage change. Due to the high dc output impedance 
of these devices, appropriate buffer amplifi ers are required. The basic circuit for an inverting charge sensi-
tive amplifi er is shown in Figure 4-59.

Figure 4-59: Charge amplifi er basic principles

There are basically two types of charge transducers: capacitive and charge-emitting. In a capacitive 
transducer, the voltage across the capacitor (VC) is held constant. The change in capacitance, ∆C,
produces a change in charge, ∆Q = ∆CVC. This charge is transferred to the op amp output as a voltage, 
∆VOUT = –∆Q/C2 = –∆CVC/C2.

Charge-emitting transducers produce an output charge, ∆Q, and their output capacitance remains constant. 
This charge would normally produce an open-circuit output voltage at the transducer output equal to ∆Q/C.
However, since the voltage across the transducer is held constant by the virtual ground of the op amp (R1 is 
usually small), the charge is transferred to capacitor C2 producing an output voltage ∆VOUT = –∆Q/C2. In an 
actual application, this charge amplifi er only responds to ac inputs.

It should be noted that ac gain for this charge amplifi er is determined by the capacitance ratio, not the 
resistances. This is unlike a conventional wideband amplifi er, where the upper cutoff frequency is given by 
f2 = 1/2 πR2C2, and the lower by f1 = 1/2 πR1C1.

In the Figure 4-59 charge amplifi er, with nominal transducer capacitance fi xed, gain is set by C2. Typically, 
bias return resistor R2 will be a high value (≥1 megΩ), and R1 a much lower value. The resulting frequency 
response will be relatively narrow and bandpass shaped, with gain and frequency manipulated by the rela-
tive values, as suitable to SPICE analysis.

Low Noise Charge Amplifi er Circuit Confi gurations
Figure 4-60 shows two ways to buffer and amplify the output of a charge output transducer. Both require 
using an amplifi er which has a very high input impedance, such as the AD745. The AD745 provides both 
low voltage noise and low current noise. This combination makes this device particularly suitable in appli-
cations requiring very high charge sensitivity, such as capacitive accelerometers and hydrophones.
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The fi rst (left) circuit in Figure 4-60 uses the op amp in the inverting mode. Amplifi cation depends on the 
principle of conservation of charge at the inverting input of the amplifi er. The charge on capacitor CS is 
transferred to capacitor CF, thus yielding an output voltage of ∆Q/CF. The amplifi er’s input voltage noise 
will appear at the output amplifi ed by the ac noise gain of the circuit, 1 + CS/CF.

The second (right) circuit shown in Figure 4-60 is simply a high impedance follower with gain. Here the 
noise gain (1 + R2/R1) is the same as the gain from the transducer to the output. Resistor RB, in both cir-
cuits, is required as a dc bias current return.

To maximize dc performance over temperature, source resistances should be balanced at the amplifi er 
inputs, as represented by the resistor RB shown in Figure 4-60. For best noise performance, the source 
capacitance should also be balanced with the capacitor CB.

In general, it is good practice to balance the source impedances (both resistive and reactive) as seen by the 
inputs of precision low noise BiFET amplifi ers such as the AD743/AD745. Balancing the resistive compo-
nents will optimize dc performance over temperature, as balancing mitigates the effects of any bias current 
errors. Balancing the input capacitance will minimize ac response errors due to the amplifi er’s nonlinear 
common-mode input capacitance and, as shown in Figure 4-60, noise performance will be optimized. In 
any FET input amplifi er, the current noise of the internal bias circuitry can be coupled to the inputs via the 
gate-to-source capacitances (20 pF for the AD743 and AD745) and appears as excess input voltage noise. 
This noise component is correlated at the inputs, so source impedance matching will tend to cancel out its 
effect. Figure 4-60 shows the required external components for both inverting and noninverting confi gu-
rations. For values of CB greater than 300 pF, there is a diminishing impact on noise, and CB can then be 
simply a polyester bypass capacitor of 0.01 µF or greater.

Figure 4-60: Two basic charge amplifi er confi gurations 
using the AD745 low noise FET op amp
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40dB Gain Piezoelectric Transducer Amplifi er Operates on Reduced 
Supply Voltages for Lower Bias Current
Figure 4-61 shows a gain-of-100 piezoelectric transducer amplifi er connected in the voltage-output mode. Re-
ducing the op amp power supplies to ±5 V reduces the effects of bias current in two ways: fi rst, by lowering 
the total power dissipation and, second, by reducing the basic gate-to-junction leakage current. The addition 
of a clip-on heat sink such as the Aavid #5801 will further limit the internal junction temperature rise.

With ac coupling capacitor C1 shorted, the amplifi er will operate over a range of 0°C to 85°C. If the 
optional ac coupling capacitor C1 is used, the circuit will operate over the entire –55°C to +125°C tempera-
ture range, but dc information is lost.

Figure 4-61: A gain-of-100 piezoelectric transducer amplifi er
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Hydrophones
Interfacing the outputs of highly capacitive transducers such as hydrophones, some accelerometers, and 
condenser microphones to the outside world presents many design challenges. Previously designers had 
to use costly hybrid amplifi ers consisting of discrete low-noise JFETs in front of conventional op amps to 
achieve the low levels of voltage and current noise required by these applications. Using AD743/AD745 
monolithic ICs, designers can achieve almost the same level of performance of a hybrid approach.

In sonar applications, a piezo-ceramic cylinder is commonly used as the active element in the hydrophone. 
A typical cylinder has a nominal capacitance of around 6,000 pF with a series resistance of 10 Ω. The out-
put impedance is typically 108 Ω or 100 MΩ.

Since the hydrophone signals of interest are inherently ac with wide dynamic range, noise is an overriding 
concern for sonar system designs. The noise fl oor of the hydrophone and its preamplifi er together limit the 
system sensitivity, and thus the overall hydrophone usefulness. Typical hydrophone bandwidths are in the 
1 kHz to 10 kHz range. The AD743 and AD745 op amps, with their low noise voltages of  and 
high input impedance of 1010 Ω (or 10 GΩ) are ideal for use as hydrophone amplifi ers.
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Op Amp Performance: JFET versus Bipolar
The AD743 and AD745 op amps are the fi rst monolithic JFET devices to offer the low input voltage noise 
comparable to a bipolar op amp, without the high input bias currents typically associated with bipolar op 
amps. Figure 4-62 shows input voltage noise versus input source resistance of the OP27 (bipolar-input) and 
the JFET-input AD745 op amps. Note: the noise levels of the AD743 and the AD745 are identical.

From this fi gure (left), it is clear that at high source impedances, the low current noise of the AD745 pro-
vides lower overall noise than a high performance bipolar op amp such as the OP27. It is also important 
to note that, with the AD745, this noise reduction extends down to low source impedances. At high source 
impedances, the lower dc current errors of the AD745 also reduce errors due to offset and drift, as shown in 
Figure 4-62 (right).

Figure 4-62: Total noise performance comparison, 
OP27 (bipolar) and AD745 (FET) op amps
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The AD743 and AD745 are related, companion amplifi ers, which differ in their levels of internal compensa-
tion. The AD743 is internally compensated for unity gain stability. The AD745, stable for noise gains of 5 
or higher, has a much higher bandwidth and slew rate. This makes the latter device especially useful as a 
high-gain preamplifi er where it provides both high gain and wide bandwidth. The AD743 and AD745 also 
operate with very low levels of distortion; less than 0.0003% and 0.0002% (at 1 kHz), respectively.
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A pH Probe Buffer Amplifi er
A typical pH probe requires a buffer amplifi er to isolate its 106 to 109 Ω source resistance from external 
circuitry. Such an amplifi er is shown in Figure 4-63. The low input current of the AD795JR minimizes the 
voltage error produced by the bias current and electrode resistance. The use of guarding, shielding, high 
insulation resistance standoffs, and other such standard picoamp methods previously discussed should be 
used to minimize leakage. Are all needed to maintain the accuracy of this circuit.

Figure 4-63: A gain of 20x pH probe amplifi er 
allows 1 V/pH output scaling 
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The slope of the pH probe transfer function, 50 mV per pH unit at room temperature, has an approximate 
+3500 ppm/°C temperature coeffi cient. The buffer amplifi er shown as Figure 4-63 provides a gain of 20, 
and yields a fi nal output voltage equal to 1 V/pH unit. Temperature compensation is provided by resistor 
RT, which is a special temperature compensation resistor, 1 kΩ, 1%, +3500 ppm/°C, #PT146 available from 
Precision Resistor Co., Inc. (see Reference 15).
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Temperature measurement is critical in many modern electronic devices, especially expensive laptop 
computers and other portable devices; their densely packed circuitry dissipates considerable power in the 
form of heat. Knowledge of system temperature can also be used to control battery charging, as well as to 
prevent damage to expensive microprocessors.

Compact high power portable equipment often has fan cooling to maintain junction temperatures at proper 
levels. In order to conserve battery life, the fan should only operate when necessary. Accurate control of the 
fan requires, in turn, knowledge of critical temperatures from an appropriate temperature sensor.

Accurate temperature measurements are required in many other measurement systems, for example within 
process control and instrumentation applications. Some popular types of temperature transducers and their 
characteristics are indicated in Figure 4-64. In most cases, because of low level and/or nonlinear outputs, 
the sensor output must be properly conditioned and amplifi ed before further processing can occur.

SECTION 4-5

Temperature Sensors
Walt Kester, James Bryant, Walt Jung

Figure 4-64: Some common types of temperature transducers

THERMOCOUPLE RTD THERMISTOR SEMICONDUCTOR 

Low-Voltage Output

10mV/K, 20mV/K,
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Needs Cold Junction 
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Requires 
Excitation Requires Excitation 
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Linearity: 1ºC
Accuracy: 1ºC

Widest Range: 
–184°C to +2300°C

Range: 
–200°C to +850°C

Range: 
0°C to +100°C

Range: 
–55°C to +150°C

Except for the semiconductor sensors of the last column, all of the temperature sensors shown have non-
linear transfer functions. In the past, complex analog conditioning circuits were designed to correct for the 
sensor nonlinearity. These circuits often required manual calibration and precision resistors to achieve the 
desired accuracy. Today, however, sensor outputs may be digitized directly by high resolution ADCs. Lin-
earization and calibration can then be performed digitally, substantially reducing cost and complexity.

Resistance Temperature Devices (RTDs) are accurate, but require excitation current and are generally used 
within bridge circuits such as those described earlier. Thermistors have the most sensitivity, but are also 
the most nonlinear. Nevertheless, they are popular in portable applications for measurement of battery and 
other critical system temperatures.



286

Chapter Four

Modern semiconductor temperature sensors offer both high accuracy and linearity over about a –55ºC 
to +150ºC operating range. Internal amplifi ers can scale output to convenient values, such as 10 mV/ºC. 
They are also useful in cold-junction compensation circuits for wide temperature range thermocouples. 
Semiconductor temperature sensors are also integrated into ICs that perform other hardware monitoring 
functions—an example is the imbedded transistor sensors used within modern µP chips.

Thermocouple Principles and Cold-Junction Compensation 
Thermocouples comprise a more common form of temperature measurement. In operation, thermocouples 
rely on the fact that two dissimilar metals joined together produce a voltage output roughly proportional to 
temperature. They are small, rugged, relatively inexpensive, and operate over the widest range of contact 
temperature sensors.

Thermocouples are especially useful for making measurements at extremely high temperatures (up to 
+2300°C), and within hostile environments. Characteristics of some common types are shown in Figure 4-65.

Figure 4-65: Some common thermocouples and their characteristics 
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However, thermocouples produce only millivolts of output, and thus they typically require precision amplifi -
cation for further processing. They also require cold-junction-compensation (CJC) techniques, to be discussed 
shortly. They are more linear than many other sensors, and their nonlinearity has been well characterized.

The most common metals used for thermocouples are iron, platinum, rhodium, rhenium, tungsten, copper, 
alumel (composed of nickel and aluminum), chromel (composed of nickel and chromium) and constantan 
(composed of copper and nickel).

Figure 4-66 shows the voltage-temperature curves for three commonly used thermocouples, Types J, K, 
and S, referred to a 0°C fi xed-temperature reference junction. Of these, Type J thermocouples are the most 
sensitive, producing the highest output voltage for a given temperature change, but over a relatively narrow 
temperature span. On the other hand, Type S thermocouples are the least sensitive, but can operate over a 
much wider range.
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Figure 4-66: Type J, K, 
and S thermocouple 
output voltage versus 
temperature
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These characteristics are very important considerations when designing thermocouple signal conditioning 
circuitry. A main consideration is the fact that virtually any thermocouple employed will have a relatively 
low output signal, thus they generally require the careful application of stable, high gain amplifi ers.

To understand thermocouple behavior more fully, it is also necessary to consider the nonlinearities in their 
response to temperature differences. As noted, Figure 4-66 shows the relationships between sensing junc-
tion temperature and voltage output for a number of thermocouple types (in all cases, the reference cold
junction is maintained at 0°C).

While close scrutiny of these data may reveal the fact that none of the responses are quite linear, the exact 
nature of the nonlinearity isn’t so obvious. What is needed is another perspective on the relationships dis-
played by these curves, to gain better insight into how the various devices can be best utilized.

Figure 4-67 shows how the thermocouple Seebeck coeffi cient varies with sensor junction temperature. The 
Seebeck coeffi cient is the change of output voltage with change of sensor junction temperature (i.e., the 
fi rst derivative of output with respect to temperature). Note that we are still considering the case where the 
reference junction is maintained at 0°C.

Figure 4-67: Type J, K and S 
thermocouple Seebeck coeffi cient 
versus temperature 
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An ideal linear thermocouple would have a constant Seebeck coeffi cient with varying temperature, but in 
practice all thermocouples are nonlinear to some degree. In selecting a measurement thermocouple for a 
particular temperature range, we should therefore choose one whose Seebeck coeffi cient varies as little as 
possible over that range.

For example, a Type J thermocouple has a nominal Seebeck coeffi cient of 55 µV/°C, which varies by less 
than 1 µV/°C between 200°C and 500°C, making it ideal for measurements over this range (the fl at region 
of the upper curve within Figure 4-67).

Presenting these data on thermocouples serves two purposes. First, Figure 4-66 illustrates the range and 
sensitivity of the three thermocouple types so that the system designer can, at a glance, determine that a 
Type S thermocouple has the widest useful temperature range, but a Type J thermocouple is the more sensi-
tive of the three.

Second, the relative stability of the Seebeck coeffi cient over temperature provides a quick guide to a 
thermocouple’s linearity. Using Figure 4-67, a system designer can choose a Type K thermocouple for 
its relatively linear Seebeck coeffi cient over the range of 400°C to 800°C, or a Type S over the range of 
900°C to 1700°C. The behavior of a thermocouple’s Seebeck coeffi cient is important in applications where 
variations of temperature rather than absolute magnitude are important. These data also indicate what per-
formance is required of the associated signal-conditioning circuitry.

To successfully apply thermocouples we must also understand their basic operating principles. Consider the 
diagrams shown in Figure 4-68.

If we join two dissimilar metals, A and B, at any temperature above absolute zero, there will be a potential 
difference between them, i.e., their “thermoelectric EMF” or “contact potential,” V1. This voltage is a func-
tion of the temperature of the measurement junction, T1, as is noted in Figure 4-68A. If we join two wires 
of metal A with metal B at two places, two measurement junctions are formed, T1 and T2 (Figure 
4-68B). If the two junctions are at different temperatures, there will be a net EMF in the circuit, and a cur-
rent I will fl ow, as determined by the EMF V1 – V2, and the total resistance R in the circuit (Figure 4-68B).

Figure 4-68: Thermocouple basics
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If we open the circuit as in Figure 4-68C, the voltage across the break will be equal to the net thermoelec-
tric EMF of the circuit; and if we measure this voltage, we can use it to calculate the temperature difference 
between the two junctions. We must remember that a thermocouple always measures the temperature 
difference between two junctions, not the absolute temperature at one junction. We can only measure the 
temperature at the measuring junction if we know the temperature of the other junction. This is the origin of 
the terms “reference” or “cold” junction.

But of course, it is not so easy to just measure the voltage generated by a thermocouple. Any wire attached 
to a thermocouple is also a thermocouple itself, and if care is not taken, errors can be introduced. Sup-
pose that we attach a voltmeter to the circuit of Figure 4-68C, as shown in Figure 4-68D. The wires of the 
voltmeter will form further thermocouple junctions where they are attached (T3, T4). If both these addi-
tional junctions are at the same temperature (it does not matter exactly what temperature), then the “Law of 
Intermediate Metals” states that they will make no net contribution to the total EMF of the system. If they 
are at different temperatures, they will introduce errors.

Since every pair of dissimilar metals in contact generates a thermoelectric EMF (including copper/solder, 
kovar/copper [kovar is the alloy used for IC leadframes] and aluminum/kovar [at the bond inside the IC]), 
it is obvious that in practical circuits the problem is even more complex. In fact, it is necessary to take ex-
treme care to ensure that both junctions of each junction pair in series with a thermocouple are at the same 
temperature, except for the measurement and reference junctions themselves.

Thermocouples generate a voltage, albeit a very small one, and don’t require excitation for this most basic 
operation. As was shown in Figure 4-68D, however, two junctions are always involved (T1, the measure-
ment junction temperature and T2, the reference junction temperature). If T2 = T1, then V2 = V1, and the 
output voltage V = 0. Thermocouple output voltages are often defi ned with respect to a reference junction 
temperature of 0ºC (hence the term cold or ice point junction). In such a system the thermocouple provides 
a convenient output voltage of 0 V at 0ºC. Obviously, to maintain system accuracy, the reference junction 
must remain at a well-defi ned temperature (but not necessarily 0ºC).

A conceptually simple approach to this need is shown in Figure 4-69, the ice-point reference, where junc-
tion T2 is kept at 0°C by virtue of being immersed in an ice water slurry. Although this ice water bath is 
relatively easy to defi ne conceptually, it is quite inconvenient to maintain.

Figure 4-69: A thermocouple cold junction reference 
system using an ice-point (0°C) T2 reference
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Today the inconvenient ice/water bath reference is replaced by an electronic equivalent. A temperature 
sensor of another sort (often a semiconductor sensor, sometimes a thermistor) measures the cold junction 
temperature and is used to inject a voltage into the thermocouple circuit which compensates for the differ-
ence between the actual cold junction temperature and its ideal value (usually 0°C) as shown in Figure 4-70.

Figure 4-70: A semiconductor temperature sensor 
can be used to provide cold junction compensation
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Ideally, the compensation voltage should be an exact match for the difference voltage required, which is why 
the diagram gives the voltage V(COMP) as f(T2) (a function of T2) rather than KT2, where K is a simple 
constant. In practice, since the cold junction is rarely more than a few tens of degrees from 0°C, and gener-
ally varies by little more than ±10°C, a linear approximation (V = KT2) to the more complex reality is usually 
suffi ciently accurate and is often used. (Note—the expression for the output voltage of a thermocouple with its 
measuring junction at T°C and its reference at 0°C is a polynomial of the form V = K1T + K2T2 + K3T3 + ..., 
but the values of the coeffi cients K2, K3, and so forth. are very small for most common types of thermocouple). 
References 7 and 8 give the values of these coeffi cients for a wide range of thermocouples.

When electronic cold-junction compensation is used, it is common practice to eliminate the additional ther-
mocouple wire, and terminate the thermocouple leads in the isothermal block, as shown in the arrangement 
of Figure 4-71.

Figure 4-71: Termination 
of thermocouple leads 
directly to an isothermal 
block

TEMPERATURE
COMPENSATION

CIRCUITTEMP
SENSOR

METAL A

METAL B

COPPER

COPPER

COPPER

V(OUT) = V1 – V(0°C)

T1 V1

T2

T2

ISOTHERMAL BLOCK



291

Sensor Signal Conditioning

In Figure 4-71, the Metal A-Copper and the Metal B-Copper junctions, if at temperature T2, are equivalent 
to the Metal A-Metal B thermocouple junction in Figure 4-70.

Type K Thermocouple Amplifi er and Cold Junction Compensator

The circuit in Figure 4-72 conditions the output of a Type K thermocouple, while providing cold-junction 
compensation, operating over temperatures between 0ºC and 250ºC. The circuit operates from single 
+3.3 V to +5.5 V supplies with the AD8551, and has been designed to produce a basic output voltage trans-
fer characteristic of 10 mV/ºC. A Type K thermocouple exhibits a Seebeck coeffi cient of approximately 
40 µV/ºC; therefore, at the cold junction, the TMP35 voltage output sensor with a temperature coeffi cient of 
10 mV/ºC is used with divider R1 and R2, to introduce an opposing cold-junction temperature coeffi cient 
of –40 µV/ºC. This prevents the isothermal, cold-junction connection between the circuit’s printed circuit 
board traces and the thermocouple’s wires from introducing an error in the measured temperature. This 
compensation works extremely well for conditioning circuit ambient temperatures of 20ºC to 50ºC.

Figure 4-72: Using a TMP35 temperature sensor for cold junction 
compensation within a Type K thermocouple amplifi er-conditioner
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Over a 250ºC measurement temperature range, the thermocouple produces an output voltage change of 
~10 mV. Since the circuit’s required full-scale output voltage change is 2.5 V, the required gain is ~250. 
Choosing R4 equal to 4.99 kΩ sets R5 ~1.24 MΩ. With a fi xed 1% value for R5 of 1.21 MΩ, a 50 kΩ
 potentiometer is used with R5 for fi ne trim of the full-scale output voltage. The U1 amplifi er should be 
a low drift, very high gain type. A chopper-stabilized AD8551 or an OP777 precision bipolar op amp is 
 suitable for U1.

Both the AD8551 and the OP777 have rail-rail output stages. To extend low range linearity, bias resistor R3 
is added to the circuit, supplying an output offset voltage of about 0.1 V (for a nominal supply voltage of 
5 V). Note that this 10°C offset must be subtracted, when making fi nal measurements referenced to the U1 
output. Note also that R3 provides a useful open thermocouple detection function, forcing the U1 output to 
greater than 3 V should the thermocouple open. Resistor R7 balances the dc input impedance at the U1 (+) 
input, and the 0.1 µF fi lm capacitor reduces noise coupling.
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Single-Chip Thermocouple Signal Conditioners
While the construction of thermocouple signal conditioners with op amps and other discrete circuit elements 
offers great fl exibility, this does come at the expense of component count. To achieve a greater level of inte-
gration in the thermocouple conditioning function, dedicated thermocouple signal conditioners can be used.

One such solution lies with the AD594 and AD595 (see Reference 9), which are complete, single-chip 
instrumentation amplifi ers and thermocouple cold junction compensators, as shown in Figure 4-73. Suitable 
for use with either Type J (AD594) or Type K (AD595) thermocouples, these two devices combine an ice 
point reference with a precalibrated scaling amplifi er. They provide a high level (10 mV/°C) output work-
ing directly from a thermocouple input, without additional precision parts. Pin-strapping options allow the 
devices to be used as a linear amplifi er-compensator, or as a switched output set-point controller with fi xed 
or remote setpoint control.

Figure 4-73: Functional diagram of AD594 and 
AD595 thermocouple signal-conditioning amplifi ers
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The AD594 and AD595 can be used to amplify the cold-junction compensation voltage directly, thereby 
becoming a standalone, 10 mV/°C output Celsius transducer. In such applications it is very important that 
the IC chip be at the same temperature as the cold junction of the thermocouple; this is usually achieved by 
keeping the two in close proximity and isolated from any heat sources.

The AD594/AD595 structure includes a fl exible thermocouple failure alarm output, which provides broken 
thermocouple indication. The devices can be powered from either dual or single power supplies (as low as 
5 V), but the use of a negative supply also allows temperatures below 0°C to be measured. To minimize 
self-heating, an unloaded AD594/AD595 operates with 160 µA of supply current, and can deliver ±5 mA 
to a load.

Although the AD594 is precalibrated by laser wafer trimming to match the characteristics of Type J thermo-
couples, and the AD595 for Type K, the temperature transducer voltages and gain control resistors are also 
made available at the package pins. So, if desired, the circuit can be recalibrated for other thermocouple 
types with the addition of external resistors. These terminals also allow more precise calibration for both 
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thermocouple and thermometer applications. The AD594/AD595 are available in C and A performance 
grades, with calibration accuracies of ±1°C and ±3°C, respectively. Both are designed to be used with cold 
junctions between 0 to 50°C.

The 5 V powered, single-supply circuit shown of Figure 4-73 provides a scaled 10 mV/°C output capable of 
measuring a range of 0°C to 300°C. This can be from either a Type J thermocouple using the AD594, or a 
Type K with the AD595.

Resistance Temperature Detectors
The Resistance Temperature Detector (RTD), is a sensor whose resistance changes with temperature. Typi-
cally built of a platinum (Pt) wire wrapped around a ceramic bobbin, the RTD exhibits behavior which is 
more accurate and more linear than a thermocouple over wide temperature ranges.

Figure 4-74 illustrates the temperature coeffi cient of a 100 Ω RTD, and the Seebeck coeffi cient of a Type S 
thermocouple. Over the entire range (approximately –200°C to +850°C), the RTD is a more linear device. 
Hence, linearizing an RTD is less complex. 

Figure 4-74: Resistance temperature detectors
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Unlike a thermocouple, however, an RTD is a passive sensor, and a current excitation is required to produce 
an output voltage. The RTD’s low temperature coeffi cient of 0.385%/°C requires high performance signal-
conditioning circuitry similar to that used by a thermocouple. However, the typical voltage drop seen across 
an RTD is much larger than a thermocouple’s output voltage. A system designer may opt for large value 
RTDs with higher output, but large-valued RTDs exhibit slow response times. Furthermore, although the cost 
of RTDs is higher than that of thermocouples, they use copper leads, and thermoelectric effects from termi-
nating junctions do not affect their accuracy. And fi nally, because their resistance is a function of the absolute 
temperature, RTDs do not require cold-junction compensation.

Caution must be exercised with the level of current excitation applied to an RTD, because excessive current 
can cause self-heating. Any self-heating changes the RTD temperature, and therefore results in a measure-
ment error. Hence, careful attention must be paid to the design of the signal-conditioning circuitry so that 
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self-heating errors are kept below 0.5°C. Manufacturers specify self-heating errors for various RTD values 
and sizes, in both still and moving air. To reduce the error due to self-heating, the minimum current should 
be used to achieve the required system resolution, and the largest RTD value chosen that results in accept-
able response time.

Another effect that can produce measurement error is voltage drop in RTD lead wires. This is especially 
critical with low value, 2-wire RTDs, because both the temperature coeffi cient and absolute value of the 
RTD resistance are small. If the RTD is located a long distance from the signal-conditioning circuitry, the 
connecting lead resistance can be ohms or tens of ohms. Even this small amount of lead resistance can 
contribute a signifi cant error to the temperature measurement, as shown in Figure 4-75.

Figure 4-75: A 100 Ω Pt RTD with 100-foot #30 AWG lead wires 
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To illustrate this point, assume that a 100 Ω platinum RTD with 30-gage copper leads is located about 
100 feet from a controller’s display console. The resistance of 30-gage copper wire is 0.105 Ω/ft, and the 
two leads of the RTD will contribute a total 21 Ω to the network. Uncorrected, this additional resistance 
will produce a 55°C measurement error. Obviously, the temperature coeffi cient of the connecting leads can 
contribute an additional, and possibly signifi cant, error to the measurement.

To eliminate the effect of the lead resistance, a 4-wire technique is used. In Figure 4-76, a 4-wire (Kelvin) 
connection is made to the RTD. A constant current, I, is applied though the FORCE leads of the RTD, and 
the voltage across the RTD itself is measured remotely, via the SENSE leads. The measuring device can be 
a DVM or an in amp, and high accuracy can be achieved provided that the measuring device exhibits high 

Figure 4-76: Use of Kelvin or 4-wire Pt RTD 
connections provides high accuracy 
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input impedance and/or low input bias current. Since the SENSE leads don’t carry appreciable current, this 
technique is relatively insensitive to lead wire length. Some major sources of errors in this scheme are the 
stability of the constant current source, and the input impedance and/or bias currents in the amplifi er or 
DVM, and the associated drift.

RTDs are generally confi gured in a four-resistor bridge circuit. The bridge output is amplifi ed by an in amp 
for further processing. However, high resolution measurement ADCs allow the RTD output to be digitized 
directly. In this manner, linearization can be performed digitally, thereby easing the analog circuit require-
ments considerably.

For example, an RTD output can be digitized by one of the AD77xx series high resolution ADCs. Figure 4-77 
shows a 100 Ω Pt RTD, driven with a 400 µA excitation current source. Note that the 400 µA RTD excitation 
current source also generates a 2.5 V reference voltage for the ADC, by virtue of fl owing in a 6.25 kΩ resis-
tor, RREF, with the drop across this resistance being metered by the ADC’s VREF (+) and (–) input terminals.
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3V OR 5V
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(16−22 BITS)
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It should be noted that this simple scheme has great benefi ts (beyond the obvious one of simplicity). Varia-
tions in the magnitude of the 400 µA excitation current do not affect circuit accuracy, since both the input 
voltage drop across the RTD as well as the reference voltage across RREF vary ratiometrically with the 
excitation current. However, it should be noted that the 6.25 kΩ resistor must be a stable type with a low 
temperature coeffi cient, to avoid errors in the measurement. Either a wirewound resistor, or a very low TC 
metal fi lm type is most suitable for RREF within this application.

In this application, the ADC’s high resolution and the gain of 1 to 128 input PGA eliminates the need for any 
additional conditioning. The high resolution ADC can in fact perform virtually all the conditioning necessary 
for an RTD, leaving any further processing such as linearization to be performed in the digital domain.

Thermistors
Similar in general function to RTDs, thermistors are low-cost temperature-sensitive resistors, constructed 
of solid semiconductor materials which exhibit a positive or negative temperature coeffi cient. Although 
positive temperature coeffi cient devices do exist, the most common thermistors are negative temperature 
coeffi cient (NTC) devices.

Figure 4-77: A Pt RTD interfaced to the 
AD77xx series of high resolution ADCs
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Figure 4-78 shows the resistance-temperature characteristic of a commonly used NTC thermistor. Although 
the thermistor is the most nonlinear of the three temperature sensors discussed, it is also the most sensitive.

The thermistor’s very high sensitivity (typically – 44,000 ppm/°C at 25°C) allows it to detect minute tem-
perature variations not readily observable with an RTD or thermocouple. This high sensitivity is a distinct 
advantage over the RTD, in that 4-wire Kelvin connections to the thermistor aren’t needed for lead wire 
error compensation. To illustrate this point, suppose a 10 kΩ NTC thermistor with a typical 25°C tempera-
ture coeffi cient of –44,000 ppm/°C were substituted for the 100 Ω Pt RTD in the example given earlier. 
The total lead wire resistance of 21 Ω would generate less than 0.05°C error in the measurement, using the 
thermistor in lieu of the RTD. This is roughly a factor of 500 improvement in error sensitivity over an RTD.

However, the thermistor’s high sensitivity to temperature does not come without a price. As previously 
shown in Figure 4-78, the temperature coeffi cient of thermistors does not decrease linearly with increasing 
temperature as with RTDs, and as a result linearization is required for all but the most narrow temperature 
ranges. Thermistor applications are limited to a few hundred degrees at best, because thermistors are also 
more susceptible to damage at high temperatures.

Compared to thermocouples and RTDs, thermistors are fragile in construction and require careful mounting 
procedures to prevent crushing or bond separation. Although a thermistor’s response time is short due to its 
small size, its small thermal mass also makes it very sensitive to self-heating errors.

Thermistors are very inexpensive, highly sensitive temperature sensors. However, we have noted that a 
thermistor’s temperature coeffi cient can vary, from –44,000 ppm/°C at 25°C, to –29,000 ppm/°C at 100°C. 
Not only is this nonlinearity the largest source of error in a temperature measurement, it also limits useful 
applications to very narrow temperature ranges without linearization.

As shown in Figure 4-79, a parallel resistor combination exhibits a more linear variation with temperature 
compared to the thermistor itself. This approach to linearizing a thermistor simply shunts it with a fi xed, 
temperature-stable resistor. Paralleling the thermistor with a fi xed resistor increases the linearity signifi cant-
ly. Also, the sensitivity of the combination still is high compared to a thermocouple or RTD. The primary 
disadvantage of the technique is that linearization is only effective within a narrow range. However, it is 
possible to use a thermistor over a wide temperature range, if the system designer can tolerate a lower net 
sensitivity, in order to achieve improved linearity.

Figure 4-78: Resistance characteristics 
for a 10kΩ NTC thermistor 
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Figure 4-80: Linearized thermistor network with amplifi er or ADC
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R, the value of the fi xed shunt resistor, can be calculated from the following equation:

( )RT2 RT1 RT3 2 RT1 RT3
R

RT1 RT3 2 RT2

⋅ + − ⋅ ⋅
=

+ − ⋅
 Eq. 4-11

where RT1 is the thermistor resistance at T1, the lowest temperature in the measurement range, RT3 is the 
thermistor resistance at T3, the highest temperature in the range, and RT2 is the thermistor resistance at T2, 
the midpoint, T2 = (T1 + T3)/2.

For a typical 10 kΩ NTC thermistor, RT1 = 32,650 Ω at 0°C, RT2 = 6,532 Ω at 35°C, and RT3 = 1,752 Ω
at 70°C. This results in a value of 5.17 kΩ for R. The accuracy needed in the associated signal-condition-
ing circuitry depends on the linearity of the network. For the example given above, the network shows a 
nonlinearity of –2.3°C/+2.0°C.

The output of the network can be applied to an ADC for digital conversion (with optional linearization) as 
shown in Figure 4-80. Note that the output of the thermistor network has a slope of approximately 
–10 mV/°C, which implies that an 8- or 10-bit ADC easily has more than suffi cient resolution with a full 
scale range of 1 V or less. The further linearization can be applied to the data in the digital domain, if desired.

Figure 4-79: Linearization of NTC thermistor 
using a fi xed shunt resistance 
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Semiconductor Temperature Sensors
Modern semiconductor temperature sensors offer high accuracy and high linearity over an operating range 
of about –55°C to +150°C. Internal amplifi ers can scale the output to convenient values, such as 10 mV/°C. 
They are also useful in cold-junction-compensation circuits for wide temperature range thermocouples.

All semiconductor temperature sensors make use of the relationship between a bipolar junction transistor’s 
(BJT) base-emitter voltage to its collector current:

C
BE

S

IkT
V ln

q I

⎛ ⎞
= ⎜ ⎟⎝ ⎠

 Eq. 4-12

In this expression k is Boltzmann’s constant, T is the absolute temperature, q is the charge of an electron, 
and IS is a current related to the geometry and the temperature of the transistors. (The equation assumes a 
voltage of at least a few hundred mV on the collector, and ignores Early effects.)

If we take ‘N’ transistors identical to the fi rst (see Figure 4-81) and allow the total current IC to be shared 
equally among them, we fi nd that the new base-emitter voltage applicable to this case is given by the equation
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 Eq. 4-13
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Figure 4-81: The basic relationships for BJT-based 
semiconductor temperature sensors

Neither of these circuits is of much use by itself, because of the strong temperature dependence of IS. How-
ever, if we have equal currents fl owing in one BJT, as well as the N similar BJTs, then the expression for 
the difference between the respective base-emitter voltages (or ∆VBE) is proportional to absolute tempera-
ture, and it does not contain Is.

This then leads to a far more useful relationship, developed as follows:
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This end result of this algebra is expressed in a single key equation, one worthy of restatement:

( )BE

kT
V ln N

q
∆ =  Eq. 4-14

As one can note, Eq. 4-14 contains only the transistor emitter area ratio N and T as variables. Since N is 
fi xed within a given design, it can be the basis of a transducer for T measurement. The circuit as shown in 
Figure 4-82 implements the above equation, and is popularly known as the “Brokaw Cell,” after its inventor 
(see Reference 10).

Figure 4-82: The “Brokaw Cell” is both a silicon bandgap 
voltage-based reference as well as a temperature sensor
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The voltage ∆VBE = VBE – VN appears across resistor R2, as noted. The emitter current in Q2 is therefore 
∆VBE/R2. The op amp’s servo loop and the two resistors ‘R’ force an identical current to fl ow through Q1. 
The Q1 and Q2 currents are equal, and they are summed, fl owing in resistor R1.

The corresponding voltage developed across R1 is VPTAT, a voltage proportional to absolute temperature 
(PTAT). This is given by:
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Within the circuit, a voltage labeled as VBANDGAP appears at the base of Q1, and, as can be noted, is the sum 
of VBE(Q1) and VPTAT. When this voltage is set by the design to be exactly equal to the bandgap voltage of 
silicon, it will then become independent of temperature. The voltage VBE(Q1) is complementary to absolute 
temperature (CTAT), and summing it with a properly proportioned VPTAT from across R1 gives the desired 
end result; the bandgap voltage becomes constant with respect to temperature. Note that this assumes the 
proper choice of R1/R2 ratio and N, to make the summed voltage equal to VBANDGAP, the silicon bandgap 
voltage (in this instance 1.205 V). This circuit has the virtues of dual application because of the above 
features. It is useful as a basic silicon bandgap temperature sensor, with either direct or scaled use of the 
voltage VPTAT. It is also widely used a temperature stable reference voltage source, by suitable scaling of 
VBANDGAP to standard outputs of 2.500 V, 5.000 V, and so forth.

Current and Voltage Output Temperature Sensors

The concepts used in the bandgap voltage temperature sensor discussion above can also be used as the 
basis for a variety of IC temperature sensors, with linear, proportional-to-temperature outputs, of either 
current or voltage.

The AD592 device shown in Figure 4-83 is a two-terminal, current output sensor with a scale factor of 
1 µA/K. This device does not require external calibration, and is available in several accuracy grades. The 
AD592 is a TO92 packaged version of the original AD590 TO52 metal packaged temperature transducer 
device (see Reference 11).

• 1µA/K Scale Factor

• Nominal Output Current @ 25°C: 298.2µA

• Operation from 4V to 30V

• ±0.5°C Max Error @ 25°C, ±1.0°C Error Over Temp,

 ±0.1°C Typical Nonlinearity (AD592CN)

• AD592 Specified from –25°C to +105°C

V+

V–

AD592: TO-92 PACKAGE

Figure 4-83: Current output absolute temperature sensor

The simplest operating mode for current mode temperature sensors is to load them with a precision resistor 
of 1% or better tolerance, and read the output voltage developed with either an ADC or a scaling ampli-
fi er/buffer. Figure 4-84 shows this technique with an ADC, as applicable to the AD592. The resistor load R1 
converts the basic scaling of the sensor (1 µA/K) into a proportional voltage.

Choice of this resistor determines the overall sensitivity of the temperature sensor, in terms of V/K. For exam-
ple, with a 1 kΩ precision resistor load as shown, the net circuit sensitivity becomes 1 mV/K. With a 5 V bias 
on the temperature sensor as shown, the AD592’s full dynamic range is allowed with a 1 KΩ load. If a higher 
value R1 is used, higher bias voltage may be required, as the AD592 requires 4 V of operating headroom.
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The function just described is a Kelvin-scaled temperature sensor, so the ADC will be required to read 
the full dynamic range of voltage across R1. With an AD592, this span is from the range corresponding to 
–25°C (248 K) to 105°C (378 K), which is 0.248 V to 0.378 V. A 10-bit, 0.5 V scaled ADC can read this 
range directly with ≈0.5°C resolution.

If a centigrade-scaled reading is desired, two options present themselves. For a traditional analog approach, 
the common terminal of the ADC input can easily be biased with a reference voltage corresponding to 0°C, 
or 0.273 V. Alternately, the 0°C reference can be inserted in the digital domain, with the advantage of no ad-
ditional hardware requirement.

The AD592 is available in three accuracy grades. The highest grade version (AD592CN) has a maximum 
error @ 25ºC of ±0.5ºC and ±1.0ºC error from –25ºC to +105ºC, and a linearity error of ±0.35ºC. The 
AD592 is available in a TO-92 package.

With regard to stand-alone digital output temperature sensors, it is worthy of note that such devices do 
exist, that is ADCs with built-in temperature sensing. The AD7816/AD7817/AD7818-series ADCs have 
on-board temperature sensors digitized by a 10-bit 9 µs conversion time switched capacitor SAR ADC. The 
device family offers a variety of input options for fl exibility. The similar AD7416/AD7417/AD7418 have 
serial interfaces.

For a great many temperature sensing applications, a voltage mode output sensor is most appropriate. For 
this, there are a variety of standalone sensors that can be directly applied. In such devices the basic mode 
of operation is as a three-terminal device, using power input, common, and voltage output pins. In addition, 
some devices offer an optional shutdown pin.

Figure 4-84: Current output temperature 
sensor driving a resistive load
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The TMP35/TMP36 are low voltage (2.7 V to 5.5 V), SO-8 or TO-92 packaged voltage output temperature 
sensors with a 10 mV/°C scale factor, as shown in Figure 4-85. Supply current is below 50 µA, providing 
very low self-heating (less than 0.1°C in still air).

Output scaling of this device family differs in range and 25°C offset. The TMP35 provides a 250 mV output 
at 25°C, and reads temperature from 10°C to 125°C. The TMP36 is specifi ed from –40°C to +125°C. and 
provides a 750 mV output at 25°C. Both the TMP35 and TMP36 have an output scale factor of +10 mV/°C.

An optional shutdown feature is provided for the SO8 package devices, which reduces the standby cur-
rent to 0.5 µA. This pin, when taken to a logic LOW, turns the device OFF, and the output becomes a high 
impedance state. If shutdown isn’t used, the pin should be connected to +VS.

The power supply pin of these voltage mode sensors should be bypassed to ground with a 0.1 µF ceramic 
capacitor having very short leads (preferably surface mount) and located as close to the power supply pin as 
possible. Since these temperature sensors operate on very little supply current and could be exposed to very 
hostile electrical environments, it is also important to minimize the effects of EMI/RFI on these devices. 
The effect of RFI on these temperature sensors is manifested as abnormal dc shifts in the output voltage due 
to rectifi cation of the high frequency noise by the internal IC junctions. In those cases where the devices are 
operated in the presence of high frequency radiated or conducted noise, a large value tantalum electrolytic 
capacitor (>2.2 µF) placed across the 0.1 µF ceramic may offer additional noise immunity.

Ratiometric Voltage Output Temperature Sensors

In some cases, it is desirable for the output of a temperature sensor to be ratiometric with respect its sup-
ply voltage. A series of ADI temperature sensors have been designed to fulfi ll this need, in the form of the 
AD2210x series (see references 12–14). Of this series, the AD22103 illustrated in Figure 4-86 has an output 
that is ratiometric with regard its nominal 3.3 V supply voltage, according to the equation:

S
OUT A

V 28mV
V 0.25V T

3.3V C
⎛ ⎞= × + × ⋅⎜ ⎟⎝ ⎠°

 Eq. 4-15

Figure 4-85: TMP35/36 absolute scaled voltage mode 
output temperature sensors with shutdown capability

• VOUT:
– TMP35, 250mV @ 25°C, 10mV/°C (10°C to 125°C) 
– TMP36, 750mV @ 25°C, 10mV/°C (–40°C to +125°C)

• ±2°C Error Over Temp (Typical),  ±0.5°C Nonlinearity (Typical)
• Specified –40°C to +125°C 
• 50µA Quiescent Current, 0.5µA in Shutdown Mode

TMP35
TMP36

+VS = 2.7V TO 5.5V

VOUT

SHUTDOWN

0.1µF

–
–
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Note also that the Figure 4-86 circuit uses the 3.3 V AD22103 power supply voltage as the reference input 
to the ADC. This step eliminates the need for a separate precision voltage reference source. Within a sys-
tem, this key point potentially can have a positive impact.

Operation of the AD22103 is accomplished with an on-chip temperature sensing resistance RT, which 
operates similarly to the RTD types discussed earlier in this section. This resistance is fed from a resistance 
network comprised of R14, R16, and R32. R14 and R16 provide a current drive component for RT that is 
proportional to the supply voltage, a factor that gives the AD22103 a basic sensitivity that is proportional 
to the supply. RT, like a classic platinum RTD, exhibits a nonlinear resistance versus temperature behavior. 
This nonlinear characteristic of RT is corrected by a positive feedback loop, composed of R32 along with 
the Thevenin equivalent of resistances R14 and R16.

Gain scaling for the changing RT output voltage is provided by the op amp negative feedback loop, R18, 
and the Thevenin equivalent of resistances R24 and R22. This references the gain network of the op amp 
to the supply voltage, instead of ground. The various resistance networks around the op amp are actively 
trimmed at temperature, to calibrate the sensor for its rated offset and scaling.

The net combination of these factors allows the device to behave in accordance with the relationship of 
Eq. 4-15. The AD22103 is specifi ed over a range of 0°C to 100°C, and has an accuracy better than ±2.5°C, 
along with a linearity better than ±0.5% of full scale, i.e., 0.5°C over 100°C.

Since the AD22103 is a single-supply part, the sensing of low temperatures necessarily involves a positive 
output offset. For example, for 3.3 V operation of this example, the output offset is simply the 0.25 V term of 
Eq. 4-15. Accordingly, the 0 to 100°C temperature span translates to an output swing of 0.25 V to 3.05 V.

Should it be desired, operation of the AD22103 device is also possible at higher supply voltages. Because 
of the ratiometric operation feature, this will necessarily involve a change to both the basic sensitivity and 
the offset. For example, in operating the AD22103 at 5 V, the output expression changes to:

S
OUT A

V 42.42mV
V 0.378V T

5V C
⎛ ⎞= × + ×⎜ ⎟⎝ ⎠°

 Eq. 4-16

Figure 4-86: Ratiometric voltage output temperature sensors

RT

R14

AD22103

VS = 3.3V

REFERENCE

INPUT

ADC
+

–

GND

VOUT

VOUT
VS

V
V

mV
C

TA= × +
°

×⎛
⎝⎜

⎞
⎠⎟3 3

0 25
28

.
.

0.1µF

R16 R32
R22

R24

R18



304

Chapter Four

However, it should be noted that the fact that the AD22103 is ratiometric does not preclude operating 
the part from a fi xed reference voltage. The nominal current drain of the AD22103 is 500 µA, allowing a 
number of these sensors to be operated from a common reference IC without danger of overload (as well as 
other analog parts). For example, one such reference family is the REF19x series, which can supply output 
currents of up to 30 mA.

In addition to the above-described AD22103 3.3 V part, there is also a companion device, the AD22100. 
While basically quite similar to the AD22103, the AD22100 operates from a nominal 5 V power supply 
with reduced sensitivity, allowing operation over a range of –50 to +150°C. Over this range the rated ac-
curacy of the AD22100 is 2% or better, and linearity error is 1% or less.
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Classic Cameo
AD590 Two-Terminal IC Temperature Transducer

AD590 basic (left), and complete schematics (right)

Designed by Mike Timko, based on an original Paul Brokaw concept,1 the AD590 2,3,4 current mode 
IC temperature transducer was introduced in 1977. The AD590 established early an elegant method 
of accurate temperature measurement, based upon fundamental silicon transistor operating principles. 
It has been in ADI production since introduction, along with such related ICs as the AD592 discussed 
within this chapter.

The references below discuss operation in great detail, but suffi ce it to say that in the basic structure 
(left) a voltage proportional to absolute temperature, VT, appears across resistor R. This makes the 
current IT drawn from an external source proportional to absolute temperature. In the full circuit 
(right), trimmed thin fi lm resistors implement a calibrated scaling for IT of 1µA/K. Additional cir-
cuitry is added for startup and for increased accuracy, both with respect to applied voltage as well as 
against high temperature leakage.

A current-operated transducer such as this is quite convenient to operate, the output being impervious 
to long lead lengths, and also virtually noise-immune. The low scaling factor also makes the AD590 
easy to operate on low voltage supplies without self-heating, yet high output impedance also holds 
calibration with higher applied voltages. Readout is simply accomplished with a single resistance, 
making a simple, two-component Kelvin-scaled thermometer possible.

1 Adrian P. Brokaw, “Digital-to-Analog Converter with Current Source Transistors Operated Accurately at Different 
Current Densities,” US Patent No. 3,940,760, fi led March 21, 1975, issued Feb. 24, 1976.

2 Mike Timko, “A Two-Terminal IC Temperature Transducer,” IEEE Journal of Solid-State Circuits, Vol. SC-11, 
No. 6, December, 1976, pp. 784–788.

3 Mike Timko, Goodloe Suttler, “1µA/K IC Temperature-to-Current Transducer,” Analog Dialogue, Vol. 12, No. 1, 
1978, pp. 3–5.

4 Michael P. Timko, Adrian P. Brokaw, “Integrated Circuit Two Terminal Temperature Transducer,” US Patent No. 
4,123,698, fi led July 6, 1976, issued October 31, 1978.
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CHAPTER 5

Analog Filters
Hank Zumbahlen

SECTION 5-1

Introduction

Filters are networks that process signals in a frequency-dependent manner. The basic concept of a filter can 
be explained by examining the frequency-dependent nature of the impedance of capacitors and inductors. 
Consider a voltage divider where the shunt leg is a reactive impedance. As the frequency is changed, the 
value of the reactive impedance changes, and the voltage divider ratio changes. This mechanism yields the 
frequency dependent change in the input/output transfer function that is defined as the frequency-response.

Filters have many practical applications. A simple, single pole, low-pass filter (the integrator) is often 
used to stabilize amplifiers by rolling off the gain at higher frequencies where excessive phase shift may 
cause oscillations.

A simple, single pole, high pass filter can be used to block dc offset in high gain amplifiers or single  
supply circuits. Filters can be used to separate signals, passing those of interest, and attenuating the 
 unwanted frequencies.

An example of this is a radio receiver, where the signal to be processed is passed through, typically with 
gain, while attenuating the rest of the signals. In data conversion, filters are also used to eliminate the 
effects of aliases in A/D systems. They are used in reconstruction of the signal at the output of a D/A as 
well, eliminating the higher frequency components, such as the sampling frequency and its harmonics, thus 
smoothing the waveform.

There are a large number of texts dedicated to filter theory. No attempt will be made to go heavily into 
much of the underlying math—Laplace transforms, complex conjugate poles and the like—although they 
will be mentioned.

While they are appropriate for describing the effects of filters and examining stability, in most cases exami-
nation of the function in the frequency domain is more illuminating.

An ideal filter will have an amplitude response that is unity (or at a fixed gain) for the frequencies of inter-
est (called the pass band) and zero everywhere else (called the stop band). The frequency at which the 
response changes from pass band to stop band is referred to as the cutoff frequency.
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Figure 5-1: Idealized fi lter responses
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Figure 5-1(A) shows an idealized low-pass filter. In this filter the low frequencies are in the pass band and 
the higher frequencies are in the stop band.

The functional complement to the low-pass filter is the high-pass filter. Here, the low frequencies are in the 
stop band, and the high frequencies are in the pass band. Figure 5-1(B) shows the idealized high-pass filter.

If a high-pass filter and a low-pass filter are cascaded, a band-pass filter is created. The band-pass filter 
passes a band of frequencies between a lower cutoff frequency, fl, and an upper cutoff frequency, fh. Fre-
quencies below fl and above fh are in the stop band. An idealized band-pass filter is shown in Figure 5-1(C).

A complement to the band-pass filter is the bandreject, or notch filter. Here, the pass bands include frequen-
cies below fl and above fh. The band from fl to fh is in the stop band. Figure 5-1(D) shows a notch response.

Unfortunately, the idealized filters defined above cannot be easily built. The transition from pass band to 
stop band will not be instantaneous, but instead there will be a transition region. Stop band attenuation will 
not be infinite.

The five parameters of a practical filter are defined in Figure 5-2.

Figure 5-2: Key fi lter parameters
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The cutoff frequency (Fc) is the frequency at which the filter response leaves the error band (or the −3 dB 
point for a Butterworth response filter). The stop band frequency (Fs) is the frequency at which the mini-
mum attenuation in the stop band is reached. The pass band ripple (Amax) is the variation (error band) in 
the pass band response. The minimum pass band attenuation (Amin) defines the minimum signal attenu-
ation within the stop band. The steepness of the filter is defined as the order (M) of the filter. M is also 
the number of poles in the transfer function.  A pole is a root of the denominator of the transfer function. 
Conversely, a zero is a root of the numerator of the transfer function. Each pole gives a –6 dB/octave or 
–20 dB/decade response. Each zero gives a +6 dB/octave, or  +20 dB/decade response.

Note that not all filters will have all these features. For instance, all-pole configurations (i.e., no zeros in the 
transfer function) will not have ripple in the stop band. Butterworth and Bessel filters are examples of all-
pole filters with no ripple in the pass band.

Typically, one or more of the above parameters will be variable. For instance, if you were to design an 
antialiasing filter for an ADC, you will know the cutoff frequency (the maximum frequency to be passed), 
the stop band frequency,  (which will generally be the Nyquist frequency (= ½ the sample rate)) and the 
minimum attenuation required (which will be set by the resolution or dynamic range of the system). Go to a 
chart or computer program to determine the other parameters, such as filter order, F0, and Q, which deter-
mines the peaking of the section, for the various sections and/or component values.

It should also be pointed out that the filter will affect the phase of a signal, as well as the amplitude. For 
example, a single pole section will have a 90° phase shift at the crossover frequency.  A pole pair will have 
a 180° phase shift at the crossover frequency. The Q of the filter will determine the rate of change of the 
phase. This will be covered more in depth in the next section.
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The S-Plane
Filters have a frequency dependent response because the impedance of a capacitor or an inductor changes 
with frequency. Therefore the complex impedances:

LZ sL=  Eq. 5-1

and

C

1
Z

sC
=  Eq. 5-2

s = σ + ωj  Eq. 5-3

are used to describe the impedance of an inductor and a capacitor, respectively, where σ is the Neper fre-
quency in nepers per second  (NP/s) and ω is the angular frequency in radians per sec (rad/s).

By using standard circuit analysis techniques, the transfer equation of the filter can be developed. These 
techniques include Ohm’s law, Kirchoff’s voltage and current laws, and superposition, remembering that 
the impedances are complex. The transfer equation is then:

( )
m m 1

m m 1 1 0
n n 1

n n 1 1 0

a s a s a s a
H s

b s b s b s b

−
−

−
−

+ + + +
=

+ + + +
…
…

 Eq. 5-4

Therefore, H(s) is a rational function of s with real coefficients with the degree of m for the numerator and 
n for the denominator. The degree of the denominator is the order of the filter. Solving for the roots of the 
equation determines the poles (denominator) and zeros (numerator) of the circuit. Each pole will provide a 
–6 dB/octave or –20 dB/decade response. Each zero will provide a +6 dB/octave or +20 dB/decade re-
sponse. These roots can be real or complex. When they are complex, they occur in conjugate pairs. These 
roots are plotted on the s plane (complex plane) where the horizontal axis is σ (real axis) and the vertical 
axis is ω (imaginary axis). How these roots are distributed on the s plane can tell us many things about the 
circuit. In order to have stability, all poles must be in the left side of the plane. If there is a zero at the ori-
gin, that is a zero in the numerator, the filter will have no response at dc (high pass or band pass).

SECTION 5-2

The Transfer Function
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Assume an RLC circuit, as in Figure 5-3. Using the voltage divider concept it can be shown that the voltage 
across the resistor is:

( ) 2

Vo RCs
H s

Vin LCs RCs 1
= =

+ +
 Eq. 5-5

Substituting the component values into the equation yields:

( ) 3
2 3 7

s
H s 10

s 10 s 10
= ×

+ +
Factoring the equation and normalizing gives:

( ) ( ) ( )
3

3 3

s
H s 10

s 0.5 3.122 10 s 0.5 3.122 10
= ×

⎡ ⎤ ⎡ ⎤− − + × × − − − ×⎣ ⎦ ⎣ ⎦j j

~

10mH 10µF

10Ω VOUT

Figure 5-3: RLC circuit

Figure 5-4: Pole and zero 
plotted on the s-plane X

X

+3.122

–3.122

–0.5

Im (krad/s)

Re (kNP/s)

This gives a zero at the origin and a pole pair at:

( ) 3s 0.5 3.122 10= − ± ×j

Next, plot these points on the s plane as shown in Figure 5-4:

The above discussion has a definite mathematical flavor. In most cases there is more interest in the circuit’s 
performance in real applications. While working in the s plane is completely valid, most of us don’t think in 
terms of Nepers and imaginary frequencies.
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Fo and Q
So if it is not convenient to work in the s plane, why go through the above discussion? The answer is that 
the groundwork has been set for two concepts that will be infinitely more useful in practice: Fo and Q.

Fo is the cutoff frequency of the filter. This is defined, in general, as the frequency where the response is 
down 3 dB from the passband. It can sometimes be defined as the frequency at which it will fall out of the 
pass band. For example, a 0.1 dB Chebyshev filter can have its Fo at the frequency at which the response is 
down > 0.1 dB.

The shape of the attenuation curve (as well as the phase and delay curves, which define the time domain re-
sponse of the filter) will be the same if the ratio of the actual frequency to the cutoff frequency is examined, 
rather than just the actual frequency itself. Normalizing the filter to 1 rad/s, a simple system for designing 
and comparing filters can be developed. The filter is then scaled by the cutoff frequency to determine the 
component values for the actual filter.

Q is the “quality factor” of the filter. It is also sometimes given as α where:

1

Q
α =  Eq. 5-6

This is commonly known as the damping ratio. ξ is sometimes used where:

2ξ = α  Eq. 5-7

If Q is > 0.707, there will be some peaking in the filter response. If the Q is < 0.707, roll-off at F0 will be 
greater; it will have a more gentle slope and will begin sooner. The amount of peaking for a 2-pole low-pass 
filter versus Q is shown in Figure 5-5.

Figure 5-5: Low-pass fi lter peaking versus Q
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Rewriting the transfer function H(s) in terms of ω0 and Q:

( ) 0

2 20
0

H
H s

s s
Q

=
ω

+ + ω  Eq. 5-8

where H0 is the pass band gain and ω0 = 2π F0.

This is now the low-pass prototype that will be used to design the filters.
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High-Pass Filter

Changing the numerator of the transfer equation, H(s), of the low-pass prototype to H0s2 transforms the 
low-pass filter into a high-pass filter. The response of the high-pass filter is similar in shape to a low-pass, 
just inverted in frequency.

The transfer function of a high-pass filter is then:

( )
2

0

2 20
0

H s
H s

s s
Q

=
ω

+ + ω  Eq. 5-9

The response of a 2-pole high-pass filter is illustrated in Figure 5-6.

Figure 5-6: High-pass fi lter peaking versus Q
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Band-Pass Filter

Changing the numerator of the low-pass prototype to H0ω0
2 will convert the filter to a band-pass function.

The transfer function of a band-pass filter is then:

( )
2

0 0

2 20
0

H
H s

s s
Q

ω
=

ω
+ + ω  Eq. 5-10

ω0 here is the frequency (F0 = 2 π ω0) at which the gain of the filter peaks.

H0 is the circuit gain and is defined:   

0H H Q=  Eq. 5-11

Q has a particular meaning for the band-pass response. It is the selectivity of the filter. It is defined as:

0

H L

F
Q

F F
=

−  Eq. 5-12

where FL and FH are the frequencies where the response is –3 dB from the maximum.
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The bandwidth (BW) of the filter is described as:

H LBW F F= −  Eq. 5-13

It can be shown that the resonant frequency (F0) is the geometric mean of FL and FH, which means that F0

will appear halfway between FL and FH on a logarithmic scale.

0 H LF F F=  Eq. 5-14

Also, note that the skirts of the band-pass response will always be symmetrical around F0 on a 
logarithmic scale.

The response of a band-pass filter to various values of Q are shown in Figure 5-7.

Figure 5-7: Band-pass fi lter peaking versus Q
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A word of caution is appropriate here. Band-pass filters can be defined two different ways. The narrowband 
case is the classic definition that we have shown above.

In some cases, however, if the high and low cutoff frequencies are widely separated, the band-pass filter is 
constructed of separate high-pass and low-pass sections. Widely separated in this context means separated 
by at least two octaves (×4 in frequency). This is the wideband case.

Bandreject (Notch) Filter

By changing the numerator to s2 + ωz
2, we convert the filter to a bandreject or notch filter. As in the band-

pass case, if the corner frequencies of the bandreject filter are separated by more than an octave (the 
wideband case), it can be built out of separate low-pass and high-pass sections. The following convention 
will be adopted: A narrow band bandreject filter will be referred to as a notch filter and the wide band 
 bandreject filter will be referred to as bandreject filter.

A notch (or bandreject) transfer function is:

( ) ( )2 2
0 Z

2 20
0

H s
H s

s s
Q

+ ω
=

ω
+ + ω

 Eq. 5-15
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There are three cases of the notch filter characteristics. These are illustrated in Figure 5-8. The relationship 
of the pole frequency, ω0, and the zero frequency, ωz, determines if the filter is a standard notch, a low-pass 
notch or a high-pass notch.

Figure 5-8: Standard, 
low-pass, and high-pass 
notches

Figure 5-9: Notch 
fi lter width versus 
frequency for 
various Q values
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If the zero frequency is equal to the pole frequency a standard notch exists. In this instance the zero lies on 
the jω plane where the curve that defines the pole frequency intersects the axis.

A low-pass notch occurs when the zero frequency is greater than the pole frequency. In this case, ωz lies
outside the curve of the pole frequencies. What this means in a practical sense is that the filter’s response 
below ωz will be greater than the response above ωz. This results in an elliptical low-pass filter.

A high-pass notch filter occurs when the zero frequency is less than the pole frequency. In this case, ωz lies 
inside the curve of the pole frequencies. What this means in a practical sense is that the filter’s response 
below ωz will be less than the response above ωz. This results in an elliptical high-pass filter.

The variation of the notch width with Q is shown in Figure 5-9.

All-Pass Filter

There is another type of filter that leaves the amplitude of the signal intact but introduces phase shift. This 
type of filter is called an all-pass. The purpose of this filter is to add phase shift (delay) to the response of 
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the circuit. The amplitude of an all-pass is unity for all frequencies. The phase response, however, changes 
from 0° to 360° as the frequency is swept from 0 to infinity. The purpose of an all-pass filter is to provide 
phase equalization, typically in pulse circuits. It also has application in single sideband, suppressed carrier 
(SSB-SC) modulation circuits.

The transfer function of an all-pass filter is:

( )
2 20

0

2 20
0

s s
Q

H s
s s

Q

ω
− + ω

=
ω

+ + ω
 Eq. 5-16

Note that an allpass transfer function can be synthesized as:

AP LP BP HP BPH H H H 1 2H= − + = −  Eq. 5-17

Figure 5-10 compares the various filter types.
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Phase Response
As mentioned earlier, a filter will change the phase of the signal as well as the amplitude. The question is, 
does this make a difference? Fourier analysis indicates a square  wave is made up of a fundamental frequen-
cy and odd order harmonics. The magnitude and phase responses of the various harmonics are precisely 
defined. If the magnitude or phase relationships are changed, the summation of the harmonics will not add 
back together properly to give a square wave. It will instead be distorted, typically showing overshoot and 
ringing or a slow rise time. This would also hold for any complex waveform.

Each pole of a filter will add 45° of phase shift at the corner frequency. The phase will vary from 0° (well 
below the corner frequency) to 90° (well beyond the corner frequency). The start of the change can be more 
than a decade away. In multipole filters, each of the poles will add phase shift, so that the total phase shift 
will be multiplied by the number of poles (180° total shift for a two-pole system, 270° for a three-pole 
system, and so forth).

The phase response of a single pole, low pass filter is:

( )
0

arctan
ω

φ ω = −
ω  Eq. 5-18

The phase response of a low-pass pole pair is:

( ) 2

0

1
arctan 2 4

⎡ ⎤⎛ ⎞ω
φ ω = − + − α⎢ ⎥⎜ ⎟α ω⎝ ⎠⎢ ⎥⎣ ⎦

Eq. 5-19
2

0

1
arctan 2 4

⎡ ⎤⎛ ⎞ω
− − − α⎢ ⎥⎜ ⎟α ω⎝ ⎠⎢ ⎥⎣ ⎦

For a single pole high-pass filter the phase response is:

( )
0

arctan
2

π ω
φ ω = −

ω
 Eq. 5-20

The phase response of a high-pass pole pair is:

( ) 2

0

1
arctan 2 4

⎡ ⎤⎛ ⎞ω
φ ω = π − + − α⎢ ⎥⎜ ⎟α ω⎝ ⎠⎢ ⎥⎣ ⎦

Eq. 5-21
2

0

1
arctan 2 4

⎡ ⎤⎛ ⎞ω
− − − α⎢ ⎥⎜ ⎟α ω⎝ ⎠⎢ ⎥⎣ ⎦

The phase response of a band-pass filter is:

( ) 2

0

2Q
arctan 4Q 1

2

⎛ ⎞π ω
φ ω = − + −⎜ ⎟ω⎝ ⎠

 Eq. 5-22

2

0

2Q
arctan 4Q 1

⎛ ⎞ω
− − −⎜ ⎟ω⎝ ⎠

The variation of the phase shift with frequency due to various values of Q is shown in Figure 5-11 (for low-
pass, high-pass, band-pass, and all-pass) and in Figure 5-12 (for notch).
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It is also useful to look at the change of phase with frequency. This is the group delay of the filter. A flat 
(constant) group delay gives best phase response, but, unfortunately, it also gives the least amplitude dis-
crimination. The group delay of a single low-pass pole is:

( ) ( ) 2

0

d cos

d

φ ω φ
τ ω = − =

ω ω
 Eq. 5-23

For the low-pass pole pair it is:

( )
2

0

2sin sin 2

2

φ φ
τ ω = −

αω ω
 Eq. 5-24

For the single high-pass pole it is:

( ) ( ) 2

0

d sin

d

φ ω φ
τ ω = − =

ω ω
 Eq. 5-25
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Figure 5-12: Notch fi lter phase response
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For the high-pass pole pair it is:

( )
2

0

2sin sin 2

2

φ φ
τ ω = −

αω ω  Eq. 5-26

And for the band-pass pole pair it is:

( )
2

0

2Q2cos sin 2

2

φ φ
τ ω = +

αω ω
 Eq. 5-27

The Effect of Nonlinear Phase
A waveform can be represented by a series of frequencies of specific amplitude, frequency and phase rela-
tionships. For example, a square wave is:

( ) 1 2 2 2 2
F t A sin t sin3 t sin 5 t sin 7 t

2 3 5 7
⎛ ⎞= + ω + ω + ω + ω +⎜ ⎟⎝ ⎠π π π π

…  Eq. 5-28

If this waveform were passed through a filter, the amplitude and phase response of the filter to the various 
frequency components of the waveform could be different. If the phase delays were identical, the wave-
form would pass through the filter undistorted. If, however, the different components of the waveform were 
changed due to different amplitude and phase response of the filter to those frequencies, they would no 
longer add up in the same manner. This would change the shape of the waveform. These distortions would 
manifest themselves in what we typically call overshoot and ringing of the output.

Not all signals will be composed of harmonically related components. An amplitude modulated (AM) sig-
nal, for instance, will consist of a carrier and two sidebands at ± the modulation frequency. If the filter does 
not have the same delay for the various waveform components, then “envelope delay” will occur and the 
output wave will be distorted.

Linear phase shift results in constant group delay since the derivative of a linear function is a constant.
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Until now the discussion has been primarily focused on the frequency domain response of filters. The time 
domain response can also be of concern, particularly under transient conditions. Moving between the time 
domain and the frequency domain is accomplished by the use of the Fourier and Laplace transforms. This 
yields a method of evaluating performance of the filter to a nonsinusoidal excitation.

The transfer function of a filter is the ratio of the output to input time functions. It can be shown that the 
impulse response of a filter defines its bandwidth. The time domain response is a practical consideration 
in many systems, particularly communications, where many modulation schemes use both amplitude and 
phase information.

Impulse Response
The impulse function is defined as an infinitely high, infinitely narrow pulse, with an area of unity. This is, 
of course, impossible to realize in a physical sense. If the impulse width is much less than the rise time of 
the filter, the resulting response of the filter will give a reasonable approximation actual impulse response 
of the filter response.

The impulse response of a filter, in the time domain, is proportional to the bandwidth of the filter in the 
frequency domain. The narrower the impulse, the wider the bandwidth of the filter. The pulse amplitude 
is equal to ωc/π, which is also proportional to the filter bandwidth, the height being taller for wider band-
widths. The pulsewidth is equal to 2π/ωc, which is inversely proportional to bandwidth. It turns out that the 
product of the amplitude and the bandwidth is a constant.

It would be a nontrivial task to calculate the response of a filter without the use of Laplace and Fourier 
transforms. The Laplace transform converts multiplication and division to addition and subtraction, respec-
tively. This takes equations, which are typically loaded with integration and/or differentiation, and turns 
them into simple algebraic equations, which are much easier to deal with. The Fourier transform works in 
the opposite direction.

The details of these transforms will not be discussed here. However, some general observations on the rela-
tionship of the impulse response to the filter characteristics will be made.

It can be shown, as stated, that the impulse response is related to the bandwidth. Therefore, amplitude dis-
crimination (the ability to distinguish between the desired signal from other, out-of-band signals and noise) 
and time response are inversely proportional. That is to say that the filters with the best amplitude response 
are the ones with the worst time response. For all-pole filters, the Chebyshev filter gives the best amplitude 
discrimination, followed by the Butterworth and then the Bessel.

If the time domain response were ranked, the Bessel would be best, followed by the Butterworth and then 
the Chebyshev. Details of the different filter responses will be discussed in the next section.

The impulse response also increases with increasing filter order. Higher filter order implies greater band-
limiting, therefore degraded time response. Each section of a multistage filter will have its own impulse 
response, and the total impulse response is the accumulation of the individual responses. The degradation in 

SECTION 5-3

Time Domain Response
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the time response can also be related to the fact that as frequency discrimination is increased, the Q of the 
individual sections tends to increase. The increase in Q increases the overshoot and ringing of the individual 
sections, which implies longer time response.

Step Response
The step response of a filter is the integral of the impulse response. Many of the generalities that apply to 
the impulse response also apply to the step response. The slope of the rise time of the step response is equal 
to the peak response of the impulse. The product of the bandwidth of the filter and the rise time is a con-
stant. Just as the impulse has a function equal to unity, the step response has a function equal to 1/s. Both of 
these expressions can be normalized, since they are dimensionless.

The step response of a filter is useful in determining the envelope distortion of a modulated signal. The two 
most important parameters of a filter’s step response are the overshoot and ringing. Overshoot should be 
minimal for good pulse response. Ringing should decay as fast as possible, so as not to interfere with subse-
quent pulses.

Real life signals typically aren’t made up of impulse pulses or steps, so the transient response curves don’t 
give a completely accurate estimation of the output. They are, however, a convenient figure of merit so that 
the transient responses of the various filter types can be compared on an equal footing.

Since the calculations of the step and impulse response are mathematically intensive, they are most easily 
performed by computer. Many CAD (Computer Aided Design) software packages have the ability to calcu-
late these responses. Several of these responses are also collected in the next section.
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There are many transfer functions to satisfy the attenuation and/or phase requirements of a particular filter. 
The one chosen will depend on the particular system. The importance of the frequency domain response 
versus the time domain response must be determined. Also, both of these considerations might be traded off 
against filter complexity, and thereby cost.

Butterworth
The Butterworth filter is the best compromise between attenuation and phase response. It has no ripple in 
the pass band or the stop band, and because of this is sometimes called a maximally flat filter. The Butter-
worth filter achieves its flatness at the expense of a relatively wide transition region from pass band to stop 
band, with average transient characteristics.

The normalized poles of the Butterworth filter fall on the unit circle (in the s plane). The pole positions are 
given by:

( ) ( )2K 1 2K 1
sin cos K 1,2....n

2n 2n

− π − π
− + =j  Eq. 5-29

where K is the pole pair number, and n is the number of poles.

The poles are spaced equidistant on the unit circle, which means the angles between the poles are equal.

Given the pole locations, ω0, and α (or Q) can be determined. These values can then be used to determine 
the component values of the filter. The design tables for passive filters use frequency and impedance nor-
malized filters. They are normalized to a frequency of 1 rad/sec and impedance of 1 Ω. These filters can be 
denormalized to determine actual component values. This allows the comparison of the frequency domain 
and/or time domain responses of the various filters on equal footing. The Butterworth filter is normalized 
for a  –3 dB response at ωo = 1.

The values of the elements of the Butterworth filter are more practical and less critical than many other 
filter types. The frequency response, group delay, impulse response and step response are shown in 
Figure 5-15. The pole locations and corresponding ωo and α terms are tabulated in Figure 5-26.

Chebyshev
The Chebyshev (or Chevyshev, Tschebychev, Tschebyscheff or Tchevysheff, depending on how you 
translate from Russian) filter has a smaller transition region than the same-order Butterworth filter, at the 
expense of ripples in its pass band. This filter gets its name because the Chebyshev filter minimizes the 
height of the maximum ripple, which is the Chebyshev criterion.

Chebyshev filters have 0 dB relative attenuation at dc. Odd order filters have an attenuation band that 
 extends from 0 dB to the ripple value. Even order filters have a gain equal to the pass band ripple. The 
 number of cycles of ripple in the pass band is equal to the order of the filter.

SECTION 5-4

Standard Responses
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The poles of the Chebyshev filter can be determined by moving the poles of the Butterworth filter to the 
right, forming an ellipse. This is accomplished by multiplying the real part of the pole by kr and the imagi-
nary part by kI.  The values kr and kI can be computed by:

r sinh A=K  Eq. 5-30

I cosh A=K  Eq. 5-31

where:

11 1
A sinh

n
−=

ε
 Eq. 5-32

where n is the filter order and:

R10 1ε = −  Eq. 5-33

where:

dBR
R

10
=  Eq. 5-34

where:

dBR pass band ripple in dB=  Eq. 5-35

The Chebyshev filters are typically normalized so that the edge of the ripple band is at ω0 = 1. The 3 dB 
bandwidth is given by:

1
3dB

1 1
A cosh

n
− ⎛ ⎞= ⎜ ⎟⎝ ⎠ε

 Eq. 5-36

This is shown in Table 1.

The frequency response, group delay, impulse response and step response are cataloged in Figures 5-16 to 
5-20 on following pages, for various values of pass band ripple (0 .01 dB, 0.1 dB, 0.25 dB, 0.5 dB and 
1 dB). The pole locations and corresponding ω0 and α terms for these values of ripple are tabulated in 
 Figures 5-27 to 5-31 on following pages.

Table 1: 3dB bandwidth to ripple bandwidth for Chebyshev fi lters

 ORDER 0.01dB 0.1dB 0.25dB 0.5dB 1dB

 2 3.30362 1.93432 1.59814 1.38974 1.21763

 3 1.87718 1.38899 1.25289 1.16749 1.09487

 4 1.46690 1.21310 1.13977 1.09310 1.05300

 5 1.29122 1.13472 1.08872 1.05926 1.03381

 6 1.19941 1.09293 1.06134 1.04103 1.02344

 7 1.14527 1.06800 1.04495 1.03009 1.01721

 8 1.11061 1.05193 1.03435 1.02301 1.01316

 9 1.08706 1.04095 1.02711 1.01817 1.01040

 10 1.07033 1.03313 1.02194 1.01471 1.00842



327

Analog Filters

Bessel
Butterworth filters have fairly good amplitude and transient behavior. The Chebyshev filters improve on 
the amplitude response at the expense of transient behavior. The Bessel filter is optimized to obtain better 
transient response due to a linear phase (i.e., constant delay) in the pass band. This means that there will be 
relatively poorer frequency response (less amplitude discrimination).

The poles of the Bessel filter can be determined by locating all of the poles on a circle and separating their 
imaginary parts by:

2

n
 Eq. 5-37

where n is the number of poles. Note that the top and bottom poles are distanced by where the circle crosses 
the jω axis by:

1

n
 Eq. 5-38

or half the distance between the other poles.

The frequency response, group delay, impulse response and step response for the Bessel filters are cata-
loged in Figure 5-21. The pole locations and corresponding ωo and α terms for the Bessel filter are 
tabulated in Figure 5-32.

Linear Phase with Equiripple Error
The linear phase filter offers linear phase response in the pass band, over a wider range than the Bessel, and 
superior attenuation far from cutoff. This is accomplished by letting the phase response have ripples, similar 
to the amplitude ripples of the Chebyshev. As the ripple is increased, the region of constant delay extends 
further into the stop band. This will also cause the group delay to develop ripples, since it is the derivative 
of the phase response. The step response will show slightly more overshoot than the Bessel and the impulse 
response will show a bit more ringing.

It is difficult to compute the pole locations of a linear phase filter. Pole locations are taken from the 
 Williams book (see Reference 2), which, in turn, comes from the Zverev book (see Reference 1).

The frequency response, group delay, impulse response and step response for linear phase filters of 
0.05° ripple and 0.5° ripple are given in Figures 5-22 and 5-23. The pole locations and corresponding 
ωo and α terms are tabulated in Figures 5-33 and 5-34.

Transitional Filters
A transitional filter is a compromise between a Gaussian filter, which is similar to a Bessel, and the 
 Chebyshev. A transitional filter has nearly linear phase shift and smooth, monotonic rolloff in the pass band. 
Above the pass band there is a break point beyond which the attenuation increases dramatically compared 
to the Bessel, and especially at higher values of n.

Two transition filters have been tabulated. These are the Gaussian to 6 dB and Gaussian to 12 dB.

The Gaussian to 6 dB filter has better transient response than the Butterworth in the pass band. Beyond the 
breakpoint, which occurs at ω = 1.5, the roll-off is similar to the Butterworth.

The Gaussian to 12 dB filter’s transient response is much better than Butterworth in the pass band. Beyond 
the 12 dB breakpoint, which occurs at ω = 2, the attenuation is less than the Butterworth.
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As is the case with the linear phase filters, pole locations for transitional filters do not have a closed form 
method for computation. Again, pole locations are taken from Williams’s book (see Reference 2). These 
were derived from iterative techniques.

The frequency response, group delay, impulse response and step response for Gaussian to 12 dB and 6 dB 
are shown in Figures 5-24 and 5-25. The pole locations and corresponding ωo and α terms are tabulated in 
Figures 5-35 and 5-36.

Comparison of All-Pole Responses
The responses of several all-pole filters, namely the Bessel, Butterworth and Chebyshev (in this case of 
0.5 dB ripple) will now be compared. An 8-pole filter is used as the basis for the comparison. The responses 
have been normalized for a cutoff of 1 Hz. Comparing Figures 5-13 and 5-14, it is easy to see the trade-offs 
in the response types. Moving from Bessel through Butterworth to Chebyshev, notice that the amplitude 
discrimination improves as the transient behavior gets progressively poorer.

Figure 5-13: Comparison of amplitude response 
of Bessel, Butterworth and Chebyshev fi lters

Elliptical
The previously mentioned filters are all-pole designs, which mean that the zeros of the transfer function  
(roots of the numerator) are at one of the two extremes of the frequency range (0 or ∞). For a low-pass 
filter, the zeros are at f = ∞. If finite frequency transfer function zeros are added to poles an Elliptical filter 
(sometimes referred to as Cauer filters) is created. This filter has a shorter transition region than the Cheby-
shev filter because it allows ripple in both the stop band and pass band. It is the addition of zeros in the stop 

Figure 5-14: Comparison of Step and Impulse Responses 
of Bessel, Butterworth and Chebyshev
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band that causes ripple in the stop band but gives a much higher rate of attenuation, the most possible for a 
given number of poles. There will be some “bounceback” of the stop band response between the zeros. This 
is the stop band ripple. The Elliptical filter also has degraded time domain response.

Since the poles of an elliptical filter are on an ellipse, the time response of the filter resembles that of 
the Chebyshev.

An elliptical filter is defined by the parameters shown in Figure 5-2, those being Amax, the maximum ripple 
in the pass band, Amin, the minimum attenuation in the stop band, Fc, the cutoff frequency, which is where 
the frequency response leaves the pass band ripple and FS, the stop band frequency, where the value of 
Amax is reached.

An alternate approach is to define a filter order n, the modulation angle, θ, which defines the rate of attenu-
ation in the transition band, where:

1

s

1
sin

F
−θ =  Eq. 5-39

and ρ which determines the pass band ripple, where:

2

21

ε
ρ =

+ ε
 Eq. 5-40

where ε is the ripple factor developed for the Chebyshev response, and the pass band ripple is:

( )2
dBR 10 log 1= − − ρ  Eq. 5-41

Some general observations can be made. For a given filter order n, and θ, Amin increases as the ripple is 
made larger. Also, as θ approaches 90°, FS approaches FC. This results in extremely short transition region, 
which means sharp roll-off. This comes at the expense of lower Amin.

As a side note, ρ determines the input resistance of a passive elliptical filter, which can then be related to 
the VSWR (Voltage Standing Wave Ratio).

Because of the number of variables in the design of an elliptic filter, it is difficult to provide the type of 
tables provided for the previous filter types. Several CAD (Computer Aided Design) packages can provide 
the design values. Alternatively several sources, such as Williams’s (see Reference 2), provide tabulated 
filter values. These tables classify the filter by

C  n ρ  θ
where the C denotes Cauer. Elliptical filters are sometime referred to as Cauer filters after the network 
theorist Wilhelm Cauer.

Maximally Flat Delay With Chebyshev Stop band
Bessel type (Bessel, linear phase with equiripple error and transitional) filters give excellent transient 
behavior, but less than ideal frequency discrimination. Elliptical filters give better frequency discrimina-
tion, but degraded transient response. A maximally flat delay with Chebyshev stop band filter takes a Bessel 
type function and adds transmission zeros. The constant delay properties of the Bessel type filter in the pass 
band are maintained, and the stop band attenuation is significantly improved. The step response exhibits no 
overshoot or ringing, and the impulse response is clean, with essentially no oscillatory behavior. Constant 
group delay properties extend well into the stop band for increasing n.

As with the elliptical filter, numeric evaluation is difficult. Williams’s book (see Reference 2) tabulates pas-
sive prototypes normalized component values.
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Inverse Chebyshev
The Chebyshev response has ripple in the pass band and a monotonic stop band. The inverse Chebyshev 
response can be defined that has a monotonic pass band and ripple in the stop band. The inverse Chebyshev 
has better pass band performance than even the Butterworth. It is also better than the Chebyshev, except 
very near the cutoff frequency. In the transition band, the inverse Chebyshev has the steepest roll-off. There-
fore, the inverse Chebyshev will meet the Amin specification at the lowest frequency of the three. In the stop 
band there will, however, be response lobes which have a magnitude of:

( )
2

1

ε
− ε  Eq. 5-42

where ε is the ripple factor defined for the Chebyshev case. This means that deep into the stop band, both the 
Butterworth and Chebyshev will have better attenuation, since they are monotonic in the stop band. In terms 
of transient performance, the inverse Chebyshev lies midway between the Butterworth and the Chebyshev.

The inverse Chebyshev response can be generated in three steps. First take a Chebyshev low-pass filter. 
Then subtract this response from 1. Finally, invert in frequency by replacing ω with 1/ω.

These are by no means all the possible transfer functions, but they do represent the most common.

Using the Prototype Response Curves
In the following pages, the response curves and the design tables for several of the low-pass prototypes 
of the all-pole responses will be cataloged. All the curves are normalized to a  −3 dB cutoff frequency of 
1 Hz. This allows direct comparison of the various responses. In all cases the amplitude response for the 
2- through 10-pole cases for the frequency range of 0.1 Hz. to 10 Hz. will be shown. Then a detail of the 
amplitude response in the 0.1 Hz to 2 Hz. pass band will be shown. The group delay from 0.1 Hz to 10 Hz 
and the impulse response and step response from 0 seconds to 5 seconds will also be shown.

To use these curves to determine the response of real life filters, they must be denormalized. In the case 
of the amplitude responses, this is accomplished simply by multiplying the frequency axis by the desired 
cutoff frequency FC. To denormalize the group delay curves, divide the delay axis by 2π FC, and multiply 
the frequency axis by FC, as before. Denormalize the step response by dividing the time axis by 2π FC.
Denormalize the impulse response by dividing the time axis by 2π FC and multiplying the amplitude axis by 
the same amount.

For a high-pass filter, simply invert the frequency axis for the amplitude response. In transforming a 
low-pass filter into a high-pass (or bandreject) filter, the transient behavior is not preserved. Zverev (see 
Reference 1) provides a computational method for calculating these responses.

In transforming a low-pass into a narrowband band-pass, the 0 Hz axis is moved to the center frequency F0.
It stands to reason that the response of the band-pass case around the center frequency would then match 
the low-pass response around 0 Hz. The frequency response curve of a low-pass filter actually mirrors itself 
around 0 Hz, although negative frequency generally is not a concern.

To denormalize the group delay curve for a band-pass filter, divide the delay axis by πBW, where BW is the 
3 dB bandwidth in Hz. Then multiply the frequency axis by BW/2. In general, the delay of the band-pass 
filter at F0 will be twice the delay of the low-pass prototype with the same bandwidth at 0Hz. This is due 
to the fact that the low-pass to band-pass transformation results in a filter with order 2n, even though it is 
typically referred to it as having the same order as the low-pass filter from which it is derived. This approxi-
mation holds for narrowband filters. As the bandwidth of the filter is increased, some distortion of the curve 
occurs. The delay becomes less symmetrical, peaking below F0.
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The envelope of the response of a band-pass filter resembles the step response of the low-pass prototype. 
More exactly, it is almost identical to the step response of a low-pass filter having half the bandwidth. To 
determine the envelope response of the band-pass filter, divide the time axis of the step response of the low-
pass prototype by πBW, where BW is the 3 dB bandwidth. The previous discussions of overshoot, ringing, 
and so forth can now be applied to the carrier envelope.

The envelope of the response of a narrowband band-pass filter to a short burst of carrier (that is where the 
burst width is much less than the rise time of the denormalized step response of the band-pass filter) can 
be determined by denormalizing the impulse response of the low pass prototype. To do this, multiply the 
amplitude axis and divide the time axis by πBW, where BW is the 3 dB bandwidth. It is assumed that the 
carrier frequency is high enough so that many cycles occur during the burst interval.

While the group delay, step, and impulse curves cannot be used directly to predict the distortion to the 
waveform caused by the filter, they are a useful figure of merit when used to compare filters.
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Figure 5-15: Butterworth response
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Figure 5-16: 0.01 dB Chebyshev response
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Figure 5-17:  0.1 dB Chebyshev response
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Figure 5-18: 0.25 dB Chebyshev response
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Figure 5-19:  0.5 dB Chebyshev response
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Figure 5-20: 1 dB Chebyshev response
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Figure 5-21: Bessel response

E
 −

 V
D

U
TI

L
P

M
A

E
 −

 V
D

U
TI

L
P

M
A

 
E

 −
 d

B
 

D
U

TI
L

P
M

A

Y
 −

 s
A

L
E

D

AMPLITUDE
E

D
U

TI
L

P
M

A

AMPLITUDE (DETAIL) GROUP DELAY

STEP RESPONSEIMPULSE RESPONSE

FREQUENCY − Hz

0

–50

–90
0.1 1.1 100.2 0.4 0.8 2.0 4.0 8.0

0

–50

–90
0.1 1.1 100.2 0.4 0.8 2.0 4.0 8.0

FREQUENCY − HzFREQUENCY − Hz
0.1 0.2 0.4 0.8 1.1 2.0 0.1 0.4 1.1 4.0 10

–4.0

1.0

0

2
TIME − s

0 1 3 4 5 2

TIME − s

0 1 3 4 5

1.2

0.8

0.4

0

8.0

4.0

0

–4.0

0.6

0



339

Analog Filters

Figure 5-22:  Linear phase response with equiripple error of 0.05°
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Figure 5-23:  Linear phase response with equiripple error of 0.5°
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Figure 5-24: Gaussian to 12 dB response
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Figure 5-25: Gaussian to 6 dB response
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Figure 5-26: Butterworth design table

Figure 5-27: 0.01dB Chebyshev design table
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Figure 5-29: 0.25 dB Chebyshev design table

Figure 5-28: 0.1 dB Chebyshev design table
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Figure 5-31: 1 dB Chebyshev design table

Figure 5-30: 0.5 dB Chebyshev design table
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Figure 5-32: Bessel design table

Figure 5-33: Linear phase with equiripple error of 0.05° design table
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Figure 5-35: Gaussian to 12 dB design table

Figure 5-34: Linear phase with equiripple error of 0.5° design table
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Figure 5-36: Gaussian to 6 dB design table
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Until now, only filters using the low pass configuration have been examined. In this section, transforming 
the low-pass prototype into the other configurations: high pass, band pass, bandreject (notch) and all pass 
will be discussed.

Low Pass to High Pass
The low-pass prototype is converted to high-pass filter by scaling by 1/s in the transfer function. In practice, 
this amounts to capacitors becoming inductors with a value 1/C, and inductors becoming capacitors with 
a value of 1/L for passive designs. For active designs, resistors become capacitors with a value of 1/R, and 
capacitors become resistors with a value of 1/C. This applies only to frequency setting resistor, not those 
only used to set gain.

Another way to look at the transformation is to investigate the transformation in the s plane. The complex 
pole pairs of the low-pass prototype are made up of a real part, α, and an imaginary part, β. The normalized 
high-pass poles are then given by:

HP 2 2

α
α =

α + β
 Eq. 5-43

and:

HP 2 2

β
β =

α + β
 Eq. 5-44

A simple pole, α0, is transformed to:

,HP
0

1
ωα =

α
 Eq. 5-45

Low-pass zeros, ωz,lp, are transformed by:

Z,HP
Z,LP

1
ω =

ω
 Eq. 5-46

In addition, a number of zeros equal to the number of poles are added at the origin. After the normalized 
low pass prototype poles and zeros are converted to high pass, they are then denormalized in the same way 
as the low pass, that is, by frequency and impedance.

As an example a 3-pole 1dB Chebyshev low-pass filter will be converted to a high-pass filter.

SECTION 5-5

Frequency Transformations
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From the design tables of the last section:

αLP1 = 0.2257

βLP1 = 0.8822

αLP2 = 0.4513

This will transform to:

αHP1 = 0.2722

βHP1 = 1.0639

αHP2 = 2.2158

Which then becomes:

 F01 = 1.0982

 α = 0.4958

 Q = 2.0173

F02 = 2.2158

A worked out example of this transformation will appear in a later section.

A high-pass filter can be considered to be a low-pass filter turned on its side. Instead of a flat response at 
dc, there is a rising response of n × (20 dB/decade), due to the zeros at the origin, where n is the number 
of poles. At the corner frequency a response of n × (–20 dB/decade) due to the poles is added to the above 
rising response. This results in a flat response beyond the corner frequency.

Low Pass to Band Pass
Transformation to the band pass response is a little more complicated. Band-pass filters can be classified 
as either wideband or narrowband, depending on the separation of the poles. If the corner frequencies of 
the band pass are widely separated (by more than two octaves), the filter is wideband and is made up of 
separate low pass and high pass sections, which will be cascaded. The assumption made is that with the 
widely separated poles, interaction between them is minimal. This condition does not hold in the case of a 
narrowband band-pass filter, where the separation is less than two octaves. We will be covering the narrow-
band case in this discussion.

As in the high pass transformation, start with the complex pole pairs of the low-pass prototype, α and β.
The pole pairs are known to be complex conjugates. This implies symmetry around dc (0 Hz.). The process 
of transformation to the band pass case is one of mirroring the response around dc of the low-pass proto-
type to the same response around the new center frequency F0.

This clearly implies that the number of poles and zeros is doubled when the band pass transformation is 
done. As in the low pass case, the poles and zeros below the real axis are ignored. So an nth order low-pass 
prototype transforms into an nth order band pass, even though the filter order will be 2 n. An nth order band-
pass filter will consist of n sections, versus n/2 sections for the low-pass prototype. It may be convenient to 
think of the response as n poles up and n poles down.

The value of QBP is determined by:

0
BP

F
Q

BW
=  Eq. 5-47

where BW is the bandwidth at some level, typically –3 dB.
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A transformation algorithm was defined by Geffe (Reference 16) for converting low-pass poles into equiva-
lent band-pass poles.

Given the pole locations of the low-pass prototype:

−α ± βj  Eq. 5-48

and the values of F0 and QBP, the following calculations will result in two sets of values for Q and frequen-
cies, FH and FL, which define a pair of band-pass filter sections.

2 2C = α + β  Eq. 5-49

BP

2
D

Q

α
=  Eq. 5-50

2
BP

C
E 4

Q
= +  Eq. 5-51

2 2G E 4 D= −  Eq. 5-52

2

E G
Q

2 D

+
=  Eq. 5-53

Observe that the Q of each section will be the same.

The pole frequencies are determined by:

BP

Q
M

Q

α
=  Eq. 5-54

W M M2 1= + −  Eq. 5-55

0
BP1

F
F

W
=  Eq. 5-56

BP2 0F W F=  Eq. 5-57

Each pole pair transformation will also result in two zeros that will be located at the origin.

A normalized low-pass real pole with a magnitude of α0 is transformed into a band pass section where:

BP

0

Q
Q =

α  Eq. 5-58

and the frequency is F0.

Each single pole transformation will also result in a zero at the origin.
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Elliptical function low-pass prototypes contain zeros as well as poles. In transforming the filter the  zeros must 
be transformed as well. Given the low-pass zeros at ± jωZ, the band pass zeros are obtained as  follows:

BP

Q
M

Q

α
=  Eq. 5-59

W M M2 1= + −  Eq. 5-60

0
BP1

F
F

W
=  Eq. 5-61

BP2 0F W F=  Eq. 5-62

Since the gain of a band-pass filter peaks at FBP instead of F0, an adjustment in the amplitude function is re-
quired to normalize the response of the aggregate filter. The gain of the individual filter section is given by:

2

2 0 BP
R 0

BP 0

F F
A A 1 Q

F F

⎛ ⎞
= + −⎜ ⎟⎝ ⎠

 Eq. 5-63

Where:

                                 A0 = gain a filter center frequency
                                 AR = filter section gain at resonance
                                 F0 = filter center frequency
                                 FBP = filter section resonant frequency.

Again using a 3 pole 1dB Chebychev as an example:

αLP1 = 0.2257

βLP1 = 0.8822

αLP2 = 0.4513

A 3 dB bandwidth of 0.5 Hz. with a center frequency of 1 Hz. is arbitrarily assigned. Then:

QBP = 2

Going through the calculations for the pole pair the intermediate results are:

 C = 0.829217 D = 0.2257
 E = 4.207034 G = 4.098611
 M = 1.01894 W = 1.214489

and:

 FBP1 = 0.823391 FBP2 = 1.214489

 QBP1 = QBP2 = 9.029157

And for the single pole:

 FBP3 = 1 QBP3 = 4.431642

Again a full example will be worked out in a later section.
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Low Pass to Bandreject (Notch)
As in the band pass case, a bandreject filter can be either wideband or narrowband, depending on whether 
or not the poles are separated by two octaves or more. To avoid confusion, the following convention will 
be adopted. If the filter is wideband, it will be referred to as a bandreject filter. A narrowband filter will be 
referred to as a notch filter.

One way to build a notch filter is to construct it as a band-pass filter whose output is subtracted from the 
input (1 – BP). Another way is with cascaded low pass and high pass sections, especially for the bandreject 
(wideband) case. In this case, the sections are in parallel, and the output is the difference.

Just as the band pass case is a direct transformation of the low-pass prototype, where dc is transformed to 
F0, the notch filter can be first transformed to the high-pass case, and then dc, which is now a zero, is trans-
formed to F0.

A more general approach would be to convert the poles directly. A notch transformation results in two pairs 
of complex poles and a pair of second order imaginary zeros from each low-pass pole pair.

First, the value of QBR is determined by:

0
BR

F
Q

BW
=  Eq. 5-64

where BW is the bandwidth at –3 dB.

Given the pole locations of the low-pass prototype

−α ± βj  Eq. 5-65

and the values of F0 and QBR, the following calculations will result in two sets of values for Q and frequen-
cies, FH and FL, which define a pair of notch filter sections.

2 2C = α + β  Eq. 5-66

BR

D
Q C

α
=  Eq. 5-67

BR

E
Q C

β
=  Eq. 5-68

2 2F E 4 D 4= − +  Eq. 5-69

2 2F F2
G D E

2 4
= + +  Eq. 5-70

D E
H

G
=  Eq. 5-71

( ) ( )2 21
K D H E G

2
= + + +  Eq. 5-72

K
Q

D H
=

+
 Eq. 5-73
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The pole frequencies are given by:

0
BRI

F
F

K
=  Eq. 5-74

BR2 0F K F=  Eq. 5-75

Z 0F F=  Eq. 5-76

0 BRI BR2F F F= ∗  Eq. 5-77

where F0 is the notch frequency and the geometric mean of FBR1 and FBR2. A simple real pole, α0, transforms 
to a single section having a Q given by:

BR 0Q Q= α  Eq. 5-78

with a frequency FBR = F0. There will also be transmission zero at F0.

In some instances, such as the elimination of the power line frequency (hum) from low level sensor mea-
surements, a notch filter for a specific frequency may be designed.

Assuming that an attenuation of A dB is required over a bandwidth of B, the required Q is determined by:

0

.1 A
Q

B 10 1

ω
=

−
 Eq. 5-79

A 3-pole 1 dB Chebychev is again used as an example:

αLP1 = 0.2257

βLP1 = 0.8822

αLP2 = 0.4513

A 3 dB bandwidth of 0.1 Hz with a center frequency of 1 Hz is arbitrarily assigned. Then:

QBR = 10

Going through the calculations for the pole pair yields the intermediate results:

 C = 0.829217 D = 0.027218
 E = 0.106389 F = 4.079171

G = 2.019696 H = 0.001434

K = 1.063139

and:

 FBR1 = 0.94061 FBR2 = 1.063139

 QBR1 = QBR2 = 37.10499

And for the single pole:

 FBP3 = 1 QBP3 = 4.431642

Once again a full example will be worked out in a later section.

Low Pass to All Pass
The transformation from low pass to all pass involves adding a zero in the right-hand side of the s plane 
corresponding to each pole in the left-hand side.
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In general, however, the all-pass filter is usually not designed in this manner. The main purpose of the all-
pass filter is to equalize the delay of another filter. Many modulation schemes in communications use some 
form or another of quadrature modulation, which processes both the amplitude and phase of the signal.

All-pass filters add delay to flatten the delay curve without changing the amplitude. In most cases a closed 
form of the equalizer is not available. Instead the amplitude filter is designed and the delay calculated or mea-
sured. Then graphical means or computer programs are used to figure out the required sections of equalization.

Each section of the equalizer gives twice the delay of the low-pass prototype due to the interaction of the 
zeros. A rough estimate of the required number of sections is given by:

n = 2 ∆BW ∆T + 1

where ∆BW is the bandwidth of interest in hertz and ∆T is the delay distortion over ∆BW in seconds.
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Now that it has been decided what to build, it must be decided how to build it. That means it is necessary to 
decide which of the filter topologies to use. Filter design is a two-step process where it is determined what 
is to be built (the filter transfer function) and then how to build it (the topology used for the circuit).

In general, filters are built from one-pole sections for real poles, and two-pole sections for pole pairs. While 
a filter can be built from three-pole, or higher order sections, the interaction between the sections increases, 
and therefore, component sensitivities go up.

It is better to use buffers to isolate the various sections. In addition, it is assumed that all filter sections are 
driven from a low impedance source. Any source impedance can be modeled as being in series with the 
filter input.

In all of the design equation figures the following convention will be used:

H  = circuit gain in the passband or at resonance

F0  = cutoff or resonant frequency in Hertz

ω0  = cutoff or resonant frequency in radians/sec

Q  = circuit “quality factor.” Indicates circuit peaking

α = 1/Q = damping ratio

It is unfortunate that the symbol α is used for damping ratio. It is not the same as the α that is used to 
denote pole locations (α ± jβ). The same issue occurs for Q. It is used for the circuit quality factor and also 
the component quality factor, which are not the same thing.

The circuit Q is the amount of peaking in the circuit. This is a function of the angle of the pole to the origin 
in the s plane. The component Q is the amount of loss in what should be lossless reactances. These losses 
are the parasitics of the components; dissipation factor, leakage resistance, ESR (equivalent series resis-
tance), and so forth, in capacitors and series resistance and parasitic capacitances in inductors.

SECTION 5-6

Filter Realizations
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Single-Pole RC
The simplest filter building block is the passive RC section. The single pole can be either low pass or high 
pass. Odd order filters will have a single pole section.

The basic form of the low pass RC section is shown in Figure 5-37(A). It is assumed that the load imped-
ance is high (> ×10), so that there is no loading of the circuit. The load will be in parallel with the shunt 
arm of the filter. If this is not the case, the section will have to be buffered with an op amp. A low-pass filter 
can be transformed to a high-pass filter by exchanging the resistor and the capacitor. The basic form of the 
high-pass filter is shown in Figure 5-37(B). Again it is assumed that load impedance is high.

Figure 5-37: Single pole sections

(A)
LOW PASS

(B)
HIGH PASS

Figure 5-38: Single pole active fi lter blocks

(A)
LOW PASS

(B)
HIGH PASS

+

−
+

−

The pole can also be incorporated into an amplifier circuit. Figure 5-38(A) shows an amplifier circuit with 
a capacitor in the feedback loop. This forms a low-pass filter since as frequency is increased, the effective 
feedback impedance decreases, which causes the gain to decrease.

Figure 5-38(B) shows a capacitor in series with the input resistor. This causes the signal to be blocked at dc. 
As the frequency is increased from dc, the impedance of the capacitor decreases and the gain of the circuit 
increases. This is a high-pass filter.

The design equations for single pole filters appear in Figure 5-66.
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Passive LC Section
While not strictly a function that uses op amps, passive filters form the basis of several active filters topolo-
gies and are included here for completeness.

As in active filters, passive filters are built up of individual subsections. Figure 5-39 shows low-pass filter 
sections. The full section is the basic two-pole section. Odd order filters use one half section which is a 
single pole section. The m-derived sections, shown in Figure 5-40, are used in designs requiring transmis-
sion zeros as well as poles.

Figure 5-40: Passive fi lter blocks (low pass m-derived)

(A)
HALF SECTION

(B)
FULL SECTION

Figure 5-39: Passive fi lter blocks (low pass)

(A)
HALF SECTION

(B)
FULL SECTION
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A low-pass filter can be transformed into a high-pass (see Figures 5-41 and 5-42) by simply replacing 
capacitors with inductors with reciprocal values and vise versa so:

HP
LP

1
L

C
=  Eq. 5-80

and

HP
LP

1
C

L
=  Eq. 5-81

Figure 5-42: Passive fi lter blocks (high pass m-derived)

Figure 5-41: Passive fi lter blocks (high pass)

(A)
HALF SECTION

(B)
FULL SECTION

(A)
HALF SECTION

(B)
FULL SECTION

Transmission zeros are also reciprocated in the transformation so:

Z,HP
Z,LP

1
ω =

ω  Eq. 5-82

The low-pass prototype is transformed to band pass and bandreject filters as well by using the table in 
Figure 5-43.

For a passive filter to operate, the source and load impedances must be specified. One issue with design-
ing passive filters is that in multipole filters each section is the load for the preceding sections and also the 
source impedance for subsequent sections, so component interaction is a major concern. Because of this, 
designers typically make use of tables, such as in Williams’s book (Reference 2).
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Integrator
Any time a frequency-dependent impedance is put in a feedback network the inverse frequency response is 
obtained. For example, if a capacitor, which has a frequency dependent impedance that decreases with in-
creasing frequency, is put in the feedback network of an op amp, an integrator is formed, as in Figure 5-44.

The integrator has high gain (i.e., the open-loop gain of the op amp) at dc. An integrator can also be thought 
of as a low-pass filter with a cutoff frequency of 0 Hz.

Figure 5-44: Integrator
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Figure 5-43: Low pass → band pass and 
high pass → bandreject transformation
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General Impedance Converter
Figure 5-45 is the block diagram of a general impedance converter. The impedance of this circuit is:

Z1 Z3 Z5
Z

Z2 Z4
=  Eq. 5-83

By substituting one or two capacitors into appropriate locations (the other locations being resistors), several 
impedances can be synthesized (see Reference 25).

One limitation of this configuration is that the lower end of the structure must be grounded.

Active Inductor
Substituting a capacitor for Z4 and resistors for Z1, Z2, Z3, and Z5 in the GIC results in an impedance 
given by:

11

sC R1 R3 R5
Z

R2
=  Eq. 5-84

By inspection it can be shown that this is an inductor with a value of:

C R1 R3 R5
L

R2
=  Eq. 5-85

This is just one way to simulate an inductor as shown in Figure 5-46.

Figure 5-45: General impedance converter
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Figure 5-46: Active inductor
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Frequency-Dependent Negative Resistor (FDNR)
By substituting capacitors for two of the Z1, Z3, or Z5 elements, a structure known as a frequency-
 dependant negative resistance (FDNR) is generated. The impedance of this structure is

2

11

sC R2 R4
Z

R5
=  Eq. 5-86

This impedance, which is called a D element, has the value:

D =  C2 R4 Eq. 5-87

assuming

C1 = C2 and R2 = R5 Eq. 5-88

The three possible versions of the FDNR are shown in Figure 5-47.

Figure 5-47: Frequency-dependent negative resistor blocks
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(A) (B) (C)

There is theoretically no difference in these three blocks, and so they should be interchangeable. In practice, 
though, there may be some differences. Circuit (a) is sometimes preferred because it is the only block to 
provide a return path for the amplifier bias currents.

For the FDNR filter (see Reference 24), the passive realization of the filter is used as the basis of the 
design. As in the passive filter, the FDNR filter must then be denormalized for frequency and impedance. 
This is typically done before the conversion by 1/s. First take the denormalized passive prototype filter and 
transform the elements by 1/s. This means that inductors, whose impedance is equal to sL, transform into a 
resistor with an impedance of L. A resistor of value R becomes a capacitor with an impedance of R/s; and a 
capacitor of impedance 1/sC transforms into a frequency dependent resistor, D, with an impedance of 1/s

2C.
The transformations involved with the FDNR configuration and the GIC implementation of the D element 
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are shown in Figure 5-48. We can apply this transformation to low-pass, high-pass, band-pass, or notch 
filters, remembering that the FDNR block must be restricted to shunt arms.

A worked out example of the FDNR filter is included in the next section.

A perceived advantage of the FDNR filter in some circles is that there are no op amps in the direct signal 
path, which can add noise and/or distortion, however small, to the signal. It is also relatively insensitive to 
component variation. These advantages of the FDNR come at the expense of an increase in the number of 
components required.

Sallen-Key
The Sallen-Key configuration, also known as a voltage control voltage source (VCVS), was first intro-
duced in 1955 by R. P. Sallen and E. L. Key of MIT’s Lincoln Labs (see Reference 14). It is one of the 
most widely used filter topologies and is shown in Figure 5-49. One reason for this popularity is that this 
configuration shows the least dependence of filter performance on the performance of the op amp. This is 

Figure 5-48: 1/s transformation
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Figure 5-49: Sallen-Key 
low-pass fi lter
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due to the fact that the op amp is configured as an amplifier, as opposed to an integrator, which minimizes 
the gain-bandwidth requirements of the op amp. This infers that for a given op amp, it is possible to design 
a higher frequency filter than with other topologies since the op amp gain bandwidth product will not limit 
the performance of the filter as it would if it were configured as an integrator. The signal phase through the 
filter is maintained (noninverting configuration).

Another advantage of this configuration is that the ratio of the largest resistor value to the smallest resistor 
value and the ratio of the largest capacitor value to the smallest capacitor value (component spread) are low, 
which is good for manufacturability. The frequency and Q terms are somewhat independent, but they are 
very sensitive to the gain parameter. The Sallen-Key is very Q-sensitive to element values, especially for 
high Q sections. The design equations for the Sallen-Key low pass are shown in Figure 5-67.

There is a special case of the Sallen-Key low-pass filter. If the gain is set to 2, the capacitor values, as well 
as the resistor values, will be the same.

While the Sallen-Key filter is widely used, a serious drawback is that the filter is not easily tuned, due to 
interaction of the component values on F0 and Q.

To transform the low pass into the high pass we simply exchange the capacitors and the resistors in the 
frequency determining network (i.e., not the op amp gain resistors). This is shown in Figure 5-50. The 
comments regarding sensitivity of the filter given above for the low pass case apply to the high pass case as 
well. The design equations for the Sallen-Key high pass are shown in Figure 5-68.

The band-pass case of the Sallen–Key filter has a limitation (see Figure 5-51). The value of Q will deter-
mine the gain of the filter, i.e., it can not be set independently, as in the low pass or high pass cases. The 
design equations for the Sallen-Key band-pass are shown in Figure 5-69.

A Sallen-Key notch filter may also be constructed, but it has a large number of undesirable characteristics. 
The resonant frequency, or the notch frequency, cannot be adjusted easily due to component interaction. As 
in the band pass case, the section gain is fixed by the other design parameters, and there is a wide spread in 
component values, especially capacitors. Because of this, and the availability of easier to use circuits, it is 
not covered here.

+

−

C1

C2

R2

R3

R4

R1

IN OUT

C1

C2

R2

R3

R4

R1

IN OUT

+
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C2 R3

R4

R5

IN
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Figure 5-50: Sallen-Key high-pass fi lter Figure 5-51: Sallen-Key band-pass fi lter
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Multiple Feedback
The multiple feedback filter uses an op amp as an integrator as shown in Figure 5-52. Therefore, the 
 dependence of the transfer function on the op amp parameters is greater than in the Sallen-Key realization. 
It is hard to generate high Q, high frequency sections due to the limitations of the open-loop gain of the 
op amp. A rule of thumb is that the open-loop gain of the op amp should be at least 20 dB (×10) above the 
amplitude response at the resonant (or cutoff) frequency, including the peaking caused by the Q of the filter. 
The peaking due to Q will cause an amplitude, A0:

 A0 = H Q Eq. 5-89

where H is the gain of the circuit. The multiple feedback filter will invert the phase of the signal. This is 
equivalent to adding the resulting 180° phase shift to the phase shift of the filter itself.

The maximum to minimum component value ratios is higher in the multiple feedback case than in the 
 Sallen-Key realization.  The design equations for the multiple feedback low pass are given in Figure 5-70.

Figure 5-52: Multiple feedback low pass
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Figure 5-53: Multiple feedback high pass Figure 5-54: Multiple feedback band pass
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Comments made about the multiple feedback low pass case apply to the high-pass case as well (see Figure 
5-53). Note that resistors and capacitors are again swapped to convert the low pass case to the high pass 
case. The design equations for the multiple feedback high pass are given in Figure 5-71.

The design equations for the multiple feedback band pass case (see Figure 5-54) are given in Figure 5-72.
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This circuit is widely used in low Q (< 20) applications. It allows some tuning of the resonant frequency, F0,
by making R2 variable. Q can be adjusted (with R5) as well, but this will also change F0.

Tuning of F0 can be accomplished by monitoring the output of the filter with the horizontal channel of an 
oscilloscope, with the input to the filter connected to the vertical channel. The display will be a Lissajous 
pattern. This pattern will be an ellipse that will collapse to a straight line at resonance, since the phase shift 
will be 180°. Output could also be adjusted for maximum output, which will also occur at resonance, but 
this is usually not as precise, especially at lower values of Q where there is a less pronounced peak.

State Variable
The state-variable realization (see Reference 11) is shown in Figure 5-55, along with the design equations 
in Figure 5-73. This configuration offers the most precise implementation, at the expense of many more 
circuit elements. All three major parameters (gain, Q and ω0) can be adjusted independently, and low pass, 
high pass, and band pass outputs are available simultaneously. Note that the low pass and high pass outputs 
are inverted in phase while the band pass output maintains the phase. The gain of each of the outputs of the 
filter is also independently variable. With an added amplifier section summing the low pass and high pass 
sections the notch function can also be synthesized. By changing the ratio of the summed sections, low pass 
notch, standard notch and high pass notch functions can be realized.  A standard notch may also be realized 
by subtracting the band pass output from the input with the added op amp section. An all-pass filter may 
also be built with the four amplifier configuration by subtracting the band pass output from the input. In this 
instance, the band pass gain must equal 2.

Figure 5-55: State-variable fi lter
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R1 R2
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R7

C2

IN LP OUT

BP OUT
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Since all parameters of the state-variable filter can be adjusted independently, component spread can be 
minimized. Also, variations due to temperature and component tolerances are minimized. The op amps 
used in the integrator sections will have the same limitations on op amp gain-bandwidth as described in the 
multiple feedback section.

Tuning the resonant frequency of a state-variable filter is accomplished by varying R4 and R5. While it is 
not necessary to tune both, if varying over a wide range it is generally preferable. Holding R1 constant, 
tuning R2 sets the low pass gain and tuning R3 sets the high-pass gain. Band pass gain and Q are set by the 
ratio of R6 and R7.
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Figure 5-56: Biquad fi lter
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Since the parameters of a state variable filter are independent and tunable, it is easy to add electronic 
control of frequency, Q and ω0. This adjustment is accomplished by using an analog multiplier, multiplying 
DACs (MDACs) or digital pots, as shown in one of the examples in a later section.  For the integrator sec-
tions adding the analog multiplier or MDAC effectively increases the time constant by dividing the voltage 
driving the resistor, which, in turn, provides the charging current for the integrator capacitor. This in effect 
raises the resistance and, in turn, the time constant. The Q and gain can be varied by changing the ratio of 
the various feedback paths. A digital pot will accomplish the same feat in a more direct manner, by directly 
changing the resistance value. The resultant tunable filter offers a great deal of utility in measurement and 
control circuitry. A worked out example is given in Section 8 of this chapter.

Biquadratic (Biquad)
A close cousin of the state variable filter is the biquad as shown in Figure 5-56. The name of this circuit 
was first used by J. Tow in 1968 (Reference 11) and later by L. C. Thomas in 1971 (see Reference 12). The 
name derives from the fact that the transfer function is a quadratic function in both the numerator and the 
denominator. Hence the transfer function is a biquadratic function. This circuit is a slight rearrangement 
of the state variable circuit. One significant difference is that there is not a separate high pass output. The 
band pass output inverts the phase. There are two low pass outputs, one in phase and one out of phase. With 
the addition of a fourth amplifier section, high pass, notch (low-pass, standard and high-pass) and all-pass 
filters can be realized. The design equations for the biquad are given in Figure 5-74.

Referring to Figure 5-74, the all-pass case of the biquad, R8 = R9/2 and R7 = R9. This is required to make 
the terms in the transfer function line up correctly. For the high pass output, the input, band pass and second 
low pass outputs are summed. In this case the constraints are that R1 = R2 = R3 and R7 = R8 = R9.

Like the state variable, the biquad filter is tunable. Adjusting R3 will adjust the Q. Adjusting R4 will set the 
resonant frequency. Adjusting R1 will set the gain. Frequency would generally be adjusted first followed by 
Q and then gain. Setting the parameters in this manner minimizes the effects of component value interaction.
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Dual Amplifi er Band Pass (DAPB)
The Dual Amplifier band-pass filter structure is useful in designs requiring high Qs and high frequencies. 
Its component sensitivity is small, and the element spread is low. A useful feature of this circuit is that the 
Q and resonant frequency can be adjusted more or less independently.

Referring to Figure 5-57, the resonant frequency can be adjusted by R2. R1 can then be adjusted for Q. In 
this topology it is useful to use dual op amps. The match of the two op amps will lower the sensitivity of Q 
to the amplifier parameters.

It should be noted that the DABP has a gain of 2 at resonance. If lower gain is required, resistor R1 may 
be split to form a voltage divider. This is reflected in the addendum to the design equations of the DABP, 
Figure 5-75.
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Figure 5-57: Dual amplifi er band-pass fi lter
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Twin-T Notch
The Twin T is widely used as a general-purpose notch circuit as shown in Figure 5-58. The passive imple-
mentation of the twin T (i.e., with no feedback) has a major shortcoming of having a Q that is fixed  at 0.25. 
This issue can be rectified with the application of positive feedback to the reference node. The amount of 
the signal feedback, set by the R4/R5 ratio, will determine the value of Q of the circuit, which, in turn, de-
termines the notch depth. For maximum notch depth, the resistors R4 and R5 and the associated op amp can 
be eliminated. In this case, the junction of C3 and R3 will be directly connected to the output.

Tuning is not easily accomplished. Using standard 1% components a 60 dB notch is as good as can be 
expected, with 40 dB–50 dB being more typical.

The design equations for the Twin T are given in Figure 5-76.

Figure 5-58: Twin-T notch fi lter
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Bainter Notch
A simple notch filter is the Bainter circuit (see Reference 21). It is composed of simple circuit blocks with 
two feedback loops as shown in Figure 5-59. Also, the component sensitivity is very low.

This circuit has several interesting properties. The Q of the notch is not based on component matching as it 
is in every other implementation, but is instead only dependant on the gain of the amplifiers. Therefore, the 

Figure 5-59: Bainter notch fi lter
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notch depth will not drift with temperature, aging, and other environmental factors. The notch frequency 
may shift, but not the depth.

Amplifier open loop gain of 104 will yield a Qz of > 200. It is capable of orthogonal tuning with minimal 
interaction. R6 tunes Q and R1 tunes ωZ. Varying R3 sets the ratio of ω0/ωZ produces low pass notch 
(R4 > R3), notch (R4 = R3) or high pass notch (R4 < R3).

The design equations of the Bainter circuit are given in Figure 5-77.

Boctor Notch
The Boctor circuits (see References 22, 23), while moderately complicated, uses only one op amp. Due to 
the number of components, there is a great deal of latitude in component selection. These circuits also offer 
low sensitivity and the ability to tune the various parameters more or less independently.

There are two forms, a low pass notch (Figure 5-60) and a high-pass notch (Figure 5-61). For the low pass 
case, the preferred order of adjustment is to tune ω0 with R4, then Q0 with R2, next Qz with R3 and finally 
ωz with R1.

Figure 5-60: Boctor low-pass notch fi lter
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Figure 5-61: Boctor high-pass fi lter
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In order for the components to be realizable we must define a variable, k1, such that:
2

0
2

Z

k1 1
ω

< <
ω

 Eq. 5-90

The design equations are given in Figure 5-78 for the low pass case and in Figure 5-79 for the high pass case.

In the high-pass case circuit gain is require and it applies only when

2
Z

2
0

1
Q

1

<
ω

−
ω

 Eq. 5-91

but a high pass notch can be realized with one amplifier and only two capacitors, which can be the same 
value. The pole and zero frequencies are completely independent of the amplifier gain. The resistors can be 
trimmed so that even 5% capacitors can be used.
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“1 – Band Pass” Notch
As mentioned in the state variable and biquad sections, a notch filter can be built as 1 – BP. The band pass 
section can be any of the all-pole band pass realizations discussed above, or any others. Keep in mind 
whether the band pass section is inverting as shown in Figure 5-62 (such as the multiple feedback circuit) or 
noninverting as shown in Figure 5-63 (such as the Sallen-Key), since we want to subtract, not add, the band 
pass output from the input.

It should be noted that the gain of the band pass amplifier must be taken into account in determining the 
resistor values. Unity gain band pass would yield equal values.

Figure 5-62: 1 − BP fi lter for inverting band pass confi gurations

Figure 5-63: 1 − BP fi lter for noninverting band pass confi gurations
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Figure 5-64: First order all-pass fi lters
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Figure 5-65: Second order all-pass fi lter

+

−IN

OUT

C

C
R1

R3

R4

R2

First Order All-Pass
The general form of a first order all-pass filter is shown in Figure 5-64.  If the function is a simple RC high-
pass (Figure 5-64A), the circuit will have a have a phase shift that goes from –180° at 0 Hz. and 0° at high 
frequency. It will be –90° at ω = 1/RC. The resistor may be made variable to allow adjustment of the delay 
at a particular frequency.

If the function is changed to a low-pass function (Figure 5-64B), the filter is still a first order all-pass and 
the delay equations still hold, but the signal is inverted, changing from 0° at fv to −180° at high frequency.

Second Order All-Pass
A second order all-pass circuit shown in Figure 5-65 was first described by Delyiannis (see Reference 17). 
The main attraction of this circuit is that it requires only one op amp. Remember also that an all-pass filter 
can also be realized as 1 – 2BP.

Any of the all-pole realizations discussed above may be used to build the filter, but be aware of whether or 
not the BP inverts the phase. Be aware also that the gain of the BP section must be 2. To this end, the DABP 
structure is particularly useful, since its gain is fixed at 2.

Figures 5-66 through 5-81 following summarize design equations for various active filter realizations. In all 
cases, H, ωo, Q, and α are given, being taken from the design tables.



374

Chapter Five

Figure 5-66: Single-pole fi lter design equations
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Figure 5-67: Sallen-Key low pass design equations
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 CHOOSE: C1 R3

 THEN:

SALLEN-KEY HIGH PASS

Figure 5-68: Sallen-Key high pass design equations
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 CHOOSE: C1 R4

 THEN:

SALLEN-KEY BAND PASS

Figure 5-69: Sallen-Key band pass design equations
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 CHOOSE: C5

 THEN:

MULTIPLE FEEDBACK LOW PASS

Figure 5-70: Multiple feedback low pass design equations
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 CHOOSE: C1

 THEN:

MULTIPLE FEEDBACK HIGH PASS

Figure 5-71: Multiple feedback high pass design equations
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 CHOOSE: C3

 THEN:

MULTIPLE FEEDBACK BAND PASS

Figure 5-72: Multiple feedback band-pass design equations

+

−IN

OUT

R1

R2

C4

C3

R5

0
2 2

0 0

H s

s s

− ω
+ α ω + ω

( )
O

2IN

1
s

V R1 C4
C3 C4V 1 1 1

s s
C3 C4 R5 R5 C3 C4 R1 R2

−
=

+ ⎛ ⎞+ + +⎜ ⎟⎝ ⎠

Ok 2 F C3= π

C4 C3=

1
R1

H k
=

( )
1

R2
2Q H k

=
−

2Q
R5

k
=



381

Analog Filters

 CHOOSE C:

STATE VARIABLE (A)

Figure 5-73A: State-variable design equations
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STATE VARIABLE (B)

Figure 5-73B: State-variable design equations
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BIQUADRATIC (A)
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BIQUADRATIC (B)

Figure 5-74B: Biquad design equations
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Figure 5-75: Dual amplifi er band pass design equations
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for K = 1, eliminate R4 and R5

for R >> R4, eliminate buffer

TWIN-T NOTCH

Figure 5-76: Twin-T notch design equations
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 CHOOSE C1, R1, R7, K1, K2

 C2 = C1 = C

 R2 = K1*R1

BAINTER NOTCH

Figure 5-77: Bainter notch
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BOCTOR NOTCH
LOW PASS

Figure 5-78: Boctor notch, low pass
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Figure 5-79A: Boctor high pass design equations
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BOCTOR NOTCH
HIGH PASS (B)

Figure 5-79B: Boctor high-pass design equations (continued)
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FIRST ORDER ALL PASS

Figure 5-80: First order all pass design equations
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 CHOOSE: C

SECOND ORDER ALL PASS

Figure 5-81: Second order all pass
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In the previous sections filters were dealt with as mathematical functions. The filter designs were assumed 
to have been implemented with “perfect” components. When the filter is built with real-world components, 
design trade-offs must typically be made.

In building a filter with an order greater the two, multiple second and/or first order sections are used. The 
frequencies and Qs of these sections must align precisely or the overall response of the filter will be af-
fected. For example, the antialiasing filter design example in the next section is a 5th order Butterworth 
filter, made up of a second order section with a frequency (Fo) = 1 and a   Q = 1.618, a second order section 
with a frequency (Fo) = 1 and a Q = 0.618, and a first order section with a frequency (Fo) = 1 (for a filter 
normalized to 1 rad/sec). If the Q or frequency response of any of the sections is off slightly, the overall 
response will deviate from the desired response. It may be close, but it won’t be exact. As is typically the 
case with engineering, a decision must be made as to which trade-offs should be made. For instance, do we 
really need a particular response exactly?  Is there a problem if there is a little more ripple in the pass band? 
Or if the cutoff frequency is at a slightly different frequency?  These are the types of questions that face a 
designer, and will vary from design to design.

Passive Components (Resistors, Capacitors, Inductors)
Passive components are the first problem. When designing filters, the calculated values of components will 
most likely not be available commercially. Resistors, capacitors, and inductors come in standard values. 
While custom values can be ordered, the practical tolerance will probably still be ±1% at best. An alter-
native is to build the required value out of a series and/or parallel combination of standard values. This 
increases the cost and size of the filter. Not only is the cost of components increased, so are the manufactur-
ing costs, both for loading and tuning the filter. Furthermore, success will be still limited by the number of 
parts that are used, their tolerance, and their tracking, both over temperature and time.

A more practical way is to use a circuit analysis program to determine the response using standard values. 
The program can also evaluate the effects of component drift over temperature. The values of the sensitive 
components are adjusted using parallel combinations where needed, until the response is within the desired 
limits. Many of the higher end filter CAD programs include this feature.

The resonant frequency and Q of a filter are typically determined by the component values. Obviously, if 
the component value is drifting, the frequency and the Q of the filter will drift. This, in turn, will cause the 
frequency response to vary. This is especially true in higher order filters.

Higher order implies higher Q sections. Higher Q sections means that component values are more critical, 
since the Q is typically set by the ratio of two or more components, typically capacitors.

SECTION 5-7

Practical Problems in
Filter Implementation
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In addition to the initial tolerance of the components, the effects of temperature/time drift must be evalu-
ated. The temperature coefficients of the various components may be different in both magnitude and sign.  
Capacitors, especially, are difficult in that not only do they drift, but the temperature coefficient (TC) is also 
a function of temperature, as shown in Figure 5-82. This represents the temperature coefficient of a (rela-
tively) poor film capacitor, which might be typical for a Polyester or Polycarbonate type. Linear TC in film 
capacitors can be found in the polystyrene, polypropylene, and Teflon dielectrics. In these types TC is on 
the order of 100 ppm/°C–200 ppm/°C, and if necessary, this can be compensated with a complementary TC 
elsewhere in the circuit.

Figure 5-82: A poor fi lm capacitor temperature coeffi cient
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The lowest TC dielectrics are NPO (or COG) ceramic (±30 ppm/°C), and polystyrene (–120 ppm/°C). 
Some capacitors, mainly the plastic film types, such as polystyrene and polypropylene, also have a limited 
temperature range.

While there is infinite choice of the values of the passive components for building filters, in practice there 
are physical limits. Capacitor values below 10 pF and above 10 µF are not practical. Electrolytic capacitors 
should be avoided. Electrolytic capacitors are typically very leaky. A further potential problem is if they 
are operated without a polarizing voltage, they become nonlinear when the ac voltage reverse biases them. 
Even with a dc polarizing voltage, the ac signal can reduce the instantaneous voltage to 0 V or below. Large 
values of film capacitors are physically very large.
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Resistor values of less than 100 Ω should be avoided, as should values over 1 MΩ. Very low resistance 
values (under 100 Ω) can require a great deal of drive current and dissipate a great deal of power. Both of 
these should be avoided. And low values and very large values of resistors may not be as readily available. 
Very large values tend to be more prone to parasitics since smaller capacitances will couple more easily into 
larger impedance levels. Noise also increases with the square root of the resistor value. Larger value resis-
tors also will cause larger offsets due to the effects of the amplifier bias currents.

Parasitic capacitances due to circuit layout and other sources affect the performance of the circuit. They 
can form between two traces on a PC board (on the same side or opposite side of the board), between leads 
of adjacent components, and just about everything else you can (and in most cases can’t) think of. These 
capacitances are usually small, so their effect is greater at high impedance nodes. Thus, they can be con-
trolled most of the time by keeping the impedance of the circuits down. Remember that the effects of stray 
capacitance are frequency-dependent, being worse at high frequencies because the impedance drops with 
increasing frequency.

Parasitics are not just associated with outside sources. They are also present in the components themselves.

A capacitor is more than just a capacitor in most instances. A real capacitor has inductance (from the leads 
and other sources) and resistance as shown in Figure 5-83. This resistance shows up in the specifications 

Figure 5-83: Capacitor equivalent circuit
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CAPACITOR COMPARISON CHART

TYPE TYPICAL DA ADVANTAGES DISADVANTAGES
Polystyrene 0.001% Inexpensive Damaged by Temperature > 85°C
 to Low DA Large

0.02% Good Stability High Inductance
  (~120ppm/°C) Vendors Limited

Polypropylene 0.001% Inexpensive Damaged by Temperature > 105°C
 to Low DA Large

0.02% Stable (~200ppm/°C) High Inductance
Wide Range of Values

Teflon 0.003% Low DA Available Expensive
 to Good Stability Large

0.02% Operational above 125 °C High Inductance
Wide Range of Values

Polycarbonate 0.1% Good Stability Large
Low Cost DA Limits to 8-Bit Applications
Wide Temperature Range High Inductance
Wide Range of Values

Polyester 0.3% Moderate Stability Large
to Low Cost DA Limits to 8-Bit Applications
0.5% Wide Temperature Range  High Inductance (Conventional)

Low Inductance (Stacked Film)

NP0 Ceramic <0.1% Small Case Size DA Generally Low (May not be 
Inexpensive, Many Vendors  Specified)
Good Stability (30ppm/°C) Low Maximum Values (≤ 10nF)
1% Values Available
Low Inductance (chip)

Monolithic >0.2% Low Inductance (chip) Poor Stability
Ceramic  Wide Range of Values Poor DA
(High K)  High Voltage Coefficient

Mica >0.003% Low  Loss at HF Quite Large 
Low Inductance  Low Maximum Values (≤ 10nF)

  Good Stability Expensive
  1% Values Available

Aluminum Very High Large Values  High Leakage
Electrolytic  High Currents Usually Polarized

High Voltages  Poor Stability, Accuracy
  Small Size Inductive

Tantalum Very High Small Size High Leakage 
Electrolytic  Large Values Usually Polarized  
  Medium Inductance Expensive

Poor Stability, Accuracy

Figure 5-84: Capacitor comparison chart

as leakage and poor power factor. Obviously, users would like capacitors with very low leakage and good 
power factor (see Figure 5-84).
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RESISTOR COMPARISON CHART

 TYPE ADVANTAGES DISADVANTAGES
DISCRETE Carbon Lowest Cost Poor Tolerance (5%)

Composition High Power/Small Case Size Poor Temperature Coefficient
Wide Range of Values (1500 ppm/°C)

Wirewound Excellent Tolerance (0.01%) Reactance is a Problem
Excellent TC (1ppm/°C)  Large Case Size
High Power Most Expensive

Metal Film Good Tolerance (0.1%) Must be Stabilized with Burn-In
Good TC (<1 to 100ppm/°C) Low Power

  Moderate Cost
Wide Range of Values

  Low Voltage Coefficient

Bulk Metal or Excellent Tolerance (to 0.005%)  Low Power
Metal Foil Excellent TC (to <1ppm/°C)  Very Expensive

  Low Reactance
  Low Voltage Coefficient

High Megohm Very High Values (108 to 1014Ω) High Voltage Coefficient
Only Choice for Some Circuits (200ppm/V)

Fragile Glass Case (Needs Special
   Handling)
   Expensive

NETWORKS Thick Film Low Cost Fair Matching (0.1%) 
High Power Poor TC (>100ppm/°C)
Laser-Trimmable Poor Tracking TC (10ppm/°C)

  Readily Available

Thin Film Good Matching (<0.01%)  Often Large Geometry 
Good TC (<100ppm/°C) Limited Values and 
Good Tracking TC (2ppm/°C)  Configurations

  Moderate Cost
  Laser-Trimmable
  Low Capacitance

Suitable for Hybrid IC Substrate

Figure 5-85: Resistor comparison chart

In general, it is best to use plastic film (preferably Teflon or polystyrene) or mica capacitors and metal film 
resistors, both of moderate to low values in our filters.

One way to reduce component parasitics is to use surface-mounted devices. Not having leads means that the 
lead inductance is reduced. Also, being physically smaller allows more optimal placement. A disadvantage 
is that not all types of capacitors are available in surface mount. Ceramic capacitors are popular surface-
mount types, and of these, the NPO family has the best characteristics for filtering. Ceramic capacitors may 
also be prone to microphonics. Microphonics occurs when the capacitor turns into a motion sensor, similar 
to a strain gage, and turns vibration into an electrical signal, which is a form of noise.

Resistors also have parasitic inductances due to leads and parasitic capacitance. The various qualities of 
resistors are compared in Figure 5-85.



398

Chapter Five

Limitations of Active Elements (Op Amps) in Filters
The active element of the filter will also have a pronounced effect on the response. In developing the vari-
ous topologies (Multiple Feedback, Sallen-Key, State-Variable, and so forth), the active element was always 
modeled as a “perfect” operational amplifier. That is, it has:

                                            1) infinite gain

                                            2) infinite input impedance

                                            3) zero output impedance

none of which vary with frequency. While amplifiers have improved a great deal over the years, this model 
has not yet been realized.

The most important limitation of the amplifier has to do with its gain variation with frequency. All amplifiers 
are band limited. This is due mainly to the physical limitations of the devices with which the amplifier is 
constructed. Negative feedback theory tells us that the response of an amplifier must be first order (–6 dB per 
octave) when the gain falls to unity in order to be stable. To accomplish this, a real pole is usually introduced 
in the amplifier so the gain rolls off to <1 by the time the phase shift reaches 180° (plus some phase margin, 
hopefully). This roll-off is equivalent to that of a single-pole filter. So in simplistic terms, the transfer func-
tion of the amplifier is added to the transfer function of the filter to give a composite function. How much the 
frequency-dependent nature of the op amp affects the filter is dependent on which topology is used as well 
as the ratio of the filter frequency to the amplifier bandwidth.

The Sallen-Key configuration, for instance, is the least dependent on the frequency response of the amplifi-
er. All that is required is for the amplifier response to be flat to just past the frequency where the attenuation 
of the filter is below the minimum attenuation required. This is because the amplifier is used as a gain 
block. Beyond cutoff, the attenuation of the filter is reduced by the roll-off of the gain of the op amp. This 
is because the output of the amplifier is phase-shifted, which results in incomplete nulling when fed back 
to the input. There is also an issue with the output impedance of the amplifier rising with frequency as the 
open loop gain rolls off. This causes the filter to lose attenuation.

The state-variable configuration uses the op amps in two modes, as amplifiers and as integrators. As ampli-
fiers, the constraint on frequency response is basically the same as for the Sallen-Key, which is flat out to 
the minimum attenuation frequency. As an integrator, however, more is required. A good rule of thumb is 
that the open-loop gain of the amplifier must be greater than 10 times the closed-loop gain (including peak-
ing from the Q of the circuit). This should be taken as the absolute minimum requirement. What this means 
is that there must be 20 dB loop gain, minimum. Therefore, an op amp with 10 MHz unity gain bandwidth 
is the minimum required to make a 1 MHz integrator. What happens is that the effective Q of the circuit 
increases as loop gain decreases. This phenomenon is called Q enhancement. The mechanism for Q en-
hancement is similar to that of slew rate limitation. Without sufficient loop gain, the op amp virtual ground 
is no longer at ground. In other words, the op amp is no longer behaving as an op amp. Because of this, the 
integrator no longer behaves like an integrator.

The multiple feedback configuration also places heavy constraints on the active element. Q enhancement is 
a problem in this topology as well. As the loop gain falls, the Q of the circuit increases, and the parameters 
of the filter change. The same rule of thumb as used for the integrator also applies to the multiple feedback 
topology (loop gain should be at least 20 dB). The filter gain must also be factored into this equation.

In the FDNR realization, the requirements for the op amps are not as clear. To make the circuit work, we as-
sume that the op amps will be able to force the input terminals to be the same voltage. This implies that the 
loop gain be a minimum of 20 dB at the resonant frequency.
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Also it is generally considered to be advantageous to have the two op amps in each leg matched. This is 
easily accomplished using dual op amps. It is also a good idea to have low bias current devices for the op 
amps so, all other things being equal, FET input op amps should be used.

In addition to the frequency-dependent limitations of the op amp, other of its parameters may be important 
to the filter designer.

One is input impedance. We assume in the “perfect” model that the input impedance is infinite. This is 
required so that the input of the op amp does not load the network around it. This means that we probably 
want to use FET amplifiers with high impedance circuits.

There is also a small frequency-dependent term to the input impedance, since the effective impedance is 
the real input impedance multiplied by the loop gain. This is not usually a major source of error, since the 
network impedance of a high frequency filter should be low.

Distortion resulting from Input Capacitance Modulation

Another subtle effect can be noticed with FET input amps. The input capacitance of a FET changes with 
the applied voltage. When the amplifier is used in the inverting configuration, such as with the multiple 
feedback configuration, the applied voltage is held to 0 V. Therefore there is no capacitance modulation. 
However, when the amplifier is used in the noninverting configuration, such as in the Sallen-Key circuit, 
this form of distortion can exist.

There are two ways to address this issue. The first is to keep the equivalent impedance low. The second is to 
balance the impedance seen by the inputs. This is accomplished by adding a network into the feedback leg 
of the amplifier which is equal to the equivalent input impedance. Note that this will only work for a unity 
gain application.

As an example, which is taken from the OP176 data sheet, a 1 kHz high-pass Sallen-Key filter is shown 
(Figure 5-86). Figure 5-87 shows the distortion for the uncompensated version (curve A1) as well as with 
the compensation (curve A2). Also shown is the same circuit with the impedances scaled up by a factor of 
10 (B1 uncompensated, B2 compensated). Note that the compensation improves the distortion, but not as 
much as having low impedance to start with.

Figure 5-86: Compensation for input 
capacitance voltage modulation

Figure 5-87: Distortion due to 
input capacitance modulation 
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Figure 5-88: Q enhancement
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Similarly, the op amp output impedance affects the response of the filter. The output impedance of the 
amplifier is divided by the loop gain, therefore the output impedance will rise with increasing frequency. 
This may have an effect with high frequency filters if the output impedance of the stage driving the filter 
becomes a significant portion of the network impedance.

The fall of loop gain with frequency can also affect the distortion of the op amp, since there is less loop 
gain available for correction. In the multiple feedback configuration the feedback loop is also frequency-
dependent, which may further reduce the feedback correction, resulting in increased distortion. This effect 
is counteracted somewhat by the reduction of distortion components in the filter network (assuming a low-
pass or band-pass filter).

All of the discussion so far is based on using classical voltage feedback op amps. Current feedback, or tran-
simpedance, op amps offer improved high frequency response, but are unusable in any topologies discussed 
except the Sallen-Key. The problem is that capacitance in the feedback loop of a current feedback amplifier 
usually causes it to become unstable. Also, most current feedback amplifiers will drive only a small capaci-
tive load. Therefore, it is difficult to build classical integrators using current feedback amplifiers. Some 
current feedback op amps have an external pin that may be used to configure them as a very good integra-
tor, but this configuration does not lend itself to classical active filter designs.

Current feedback integrators tend to be noninverting, which is not acceptable in the state variable configura-
tion. Also, the bandwidth of a current feedback amplifier is set by its feedback resistor, which would make 
the Multiple Feedback topology difficult to implement. Another limitation of the current feedback amplifier 
in the Multiple Feedback configuration is the low input impedance of the inverting terminal. This would 
result in loading of the filter network. Sallen-Key filters are possible with current feedback amplifiers, since 
the amplifier is used as a noninverting gain block. New topologies that capitalize on the current feedback am-
plifiers’ superior high frequency performance, and compensate for its limitations, will have to be developed.

The last thing to be aware of is exceeding the dynamic range of the amplifier. Qs over 0.707 will cause 
peaking in the response of the filter (see Figures 5-5 through 5-7). For high Qs, this could cause overload 
of the input or output stages of the amplifier with a large input. Note that relatively small values of Q can 
cause significant peaking. The Q times the gain of the circuit must stay under the loop gain (plus some mar-
gin; again, 20 dB is a good starting point). This holds for multiple amplifier topologies as well. Be aware of 
internal node levels, as well as input and output levels. As an amplifier overloads, its effective Q decreases, 
so the transfer function will appear to change even if the output appears undistorted. This shows up as the 
transfer function changing with increasing input level.

We have been dealing mostly with low-pass filters in these discussions, but the same principles are valid 
for high pass, band pass, and bandreject as well. In general, things like Q enhancement and limited gain/
bandwidth will not affect high-pass filters, since the reso-
nant frequency will hopefully be low in relation to the cutoff 
frequency of the op amp. Remember, though, that the high-
pass filter will have a low pass section, by default, at the cutoff 
frequency of the amplifier. Band-pass and bandreject (notch) 
filters will be affected, especially since both tend to have high 
values of Q.

The general effect of the op amp’s frequency response on the 
filter Q is shown in Figure 5-88.

As an example of the Q enhancement phenomenon, consider 
the Spice simulation of a 10 kHz band pass Multiple Feedback 
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filter with Q = 10 and gain = 1, using a good high frequency amplifier (the AD847) as the active device. 
The circuit diagram is shown in Figure 5-89. The open loop gain of the AD847 is greater than 70 dB at 10 
kHz as shown in Figure 5-91(A). This is well over the 20 dB minimum, so the filter works as designed as 
shown in Figure 5-90.

Figure 5-89: 1 kHz multiple 
feedback band-pass fi lter
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Figure 5-90: Effects of 
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Figure 5-91: AD847 and OP-90 Bode plots
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We now replace the AD847 with an OP-90. The OP-90 is a dc precision amplifier and so has a limited 
bandwidth. In fact, its open loop gain is less than 10 dB at 10 kHz (see Figure 5-91(B)). This is not to imply 
that the AD847 is in all cases better than the OP-90. It is a case of misapplying the OP-90.

From the output for the OP-90, also shown in Figure 5-90, it can be seen that the magnitude of the output 
has been reduced, and the center frequency has shifted downward.
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Several examples will now be worked out to demonstrate the concepts previously discussed

Antialias Filter
As an example, passive and active antialiasing filters will now be designed based upon a common set of 
specifications. The active filter will be designed in four ways:  Sallen-Key, Multiple Feedback, State Vari-
able, and Frequency-Dependent Negative Resistance (FDNR).

The specifications for the filter are given as follows:

 1)  The cutoff frequency will be 8 kHz.

 2)  The stopband attenuation will be 72 dB. This corresponds to a 12-bit system.

 3)  Nyquist frequency of 50 kSPS.

 4)  The Butterworth filter response is chosen in order to give the best compromise between attenua-
tion and phase response.

Consulting the Butterworth response curves (Figure 5-14, reproduced in Figure 5-92), it can be seen that for 
a frequency ratio of 6.25 (50 kSPS/8 kSPS), a filter order of 5 is required.

SECTION 5-8

Design Examples

Figure 5-92: Determining fi lter order
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Now consulting the Butterworth design table (Figure 5-25), the normalized poles of a 5th order Butterworth 
filter are:

 STAGE Fo α
 1 1.000 1.618
 2 1.000 0.618
 3 1.000 ------
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The last stage is a real (single) pole, thus the lack of an alpha value. It should be noted that this is not neces-
sarily the order of implementation in hardware. In general, you would typically put the real pole last and 
put the second order sections in order of decreasing alpha (increasing Q) as we have done here. This will 
avoid peaking due to high Q sections possibly overloading internal nodes. Another feature of putting the 
single pole at the end is to bandlimit the noise of the op amps. This is especially true if the single pole is 
implemented as a passive filter.

For the passive design, we will choose the zero input impedance configuration. While “classic” passive fil-
ters are typically double terminated, that is with termination on both source and load ends, the concern here 
is with voltage transfer not power transfer so the source termination will not be used. From the design table 
(see Reference 2, p. 313), we find the normalized values for the filter (see Figure 5-93).

Figure 5-93: Normalized 
passive fi lter implementation

IN
OUT1.5451H

1.6844F

1.3820H

0.8944F

0.3090H

1Ω

These values are normalized for a 1 rad/s filter with a 1 Ω termination. To scale the filter we divide all 
reactive elements by the desired cutoff frequency, 8 kHz (= 50265 rad/sec, = 2π 8×103). This is commonly 
referred to as the frequency scale factor (FSF). We also need to scale the impedance.

For this example, an arbitrary value of 1000 Ω is chosen. To scale the impedance, we multiply all resistor 
and inductor values and divide all capacitor values by this magnitude, which is commonly referred to as the 
impedance scaling factor (Z).

After scaling, the circuit looks like Figure 5-94.

Figure 5-94: Passive fi lter 
implementation

IN OUT30.7mH 27.5mH 6.15mH

0.033µF 0.018µF
1kΩ

For the Sallen-Key active filter, use the design equations shown in Figure 5-49. The values for C1 in each 
section are arbitrarily chosen to give reasonable resistor values. The implementation is shown in Figure 5-95.

Figure 5-95: Sallen-Key implementation
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The exact values have been rounded to the nearest standard value. For most active realization to work cor-
rectly, it is required to have a zero-impedance driver, and a return path for dc due to the bias current of the 
op amp. Both of these criteria are approximately met when you use an op amp to drive the filter.

In the above example the single pole has been built as an active circuit. It would have been just as correct to 
configure it as a passive RC filter. The advantage to the active section is lower output impedance, which may 
be an advantage in some applications, notably driving an ADC input that uses a switched capacitor structure.

This type of input is common on sigma-delta ADCs as well as many other CMOS type of converters. It also 
eliminates the loading effects of the input impedance of the following stage on the passive section.

Figure 5-96 shows a multiple feedback realization of the filter. It was designed using the equations in Fig-
ure 5-52. In this case, the last section is a passive RC circuit.

Figure 5-96: Multiple feedback implementation
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An optional buffer could be added after the passive section, if desired. This would give many of the advan-
tages outlined above, except for bandlimiting the noise of the output amp. By using one of the above two 
filter realizations, we have both an inverting and a noninverting design.

The state-variable filter, shown in Figure 5-97, was designed with the equations in Figure 5-55. Again, we 
have rounded the resistor values to the nearest standard 1% value.

Figure 5-97: State variable implementation
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Figure 5-99: Individual section response
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Obviously this filter implementation has many more parts than either the Sallen-Key or the multiple 
feedback. The rational for using this circuit is that stability is improved and the individual parameters are 
independently adjustable.

The frequency dependent negative resistance (FDNR) realization of this filter is shown in Figure 5-98.

Figure 5-98: FDNR Implementation
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In the conversion process from passive to FDNR, the D element is normalized for a capacitance of 1 F. The 
filter is then scaled to a more reasonable value (0.01 µF in this case).

In all of the above implementations standard values were used instead of the calculated values. Any varia-
tion from the ideal values will cause a shift in the filter response characteristic, but often the effects are 
minimal. The computer can be used to evaluate these variations on the overall performance and determine if 
they are acceptable.

To examine the effect of using standard values, take the Sallen-Key implementation. Figure 5-99 shows the 
response of each of the three sections of the filter. While the Sallen-Key was the filter used, the results from 
any of the other implementations will give similar results.
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Figure 5-100 then shows the effect of using standard values instead of calculated values. Notice that the 
general shape of the filter remains the same, just slightly shifted in frequency. This investigation was done 
only for the standard value of the resistors. To understand the total effect of component tolerance the same 
type of calculations would have to be done for the tolerance of all the components and also for their tem-
perature and aging effects.

Figure 5-100: Effect of using standard value resistors
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In active filter applications using op amps, the dc accuracy of the amplifier is often critical to optimal filter 
performance. The amplifier’s offset voltage will be passed by the low-pass filter and may be amplified to 
produce excessive output offset. For low frequency applications requiring large value resistors, bias currents 
flowing through these resistors will also generate an output offset voltage.

In addition, at higher frequencies, an op amp’s dynamics must be carefully considered. Here, slew rate, 
bandwidth, and open-loop gain play a major role in op amp selection. The slew rate must be fast as well as 
symmetrical to minimize distortion.

Transformations
In the next example the transformation process will be investigated.

As mentioned earlier, filter theory is based on a low pass prototype, which is then manipulated into the 
other forms. In these examples the prototype that will be used is a 1 kHz, 3-pole, 0.5 dB Chebyshev filter. A 
Chebyshev was chosen because it would show more clearly if the responses were not correct, a Butterworth 
would probably be too forgiving in this instance. A 3-pole filter was chosen so that a pole pair and a single 
pole would be transformed.

The pole locations for the LP prototype were taken from Figure 5-30. They are: 

 STAGE α β FO α
1 0.2683 0.8753 1.0688 0.5861
2 0.5366  0.6265
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The first stage is the pole pair and the second stage is the single pole. Note the unfortunate convention of 
using α for 2 entirely separate parameters. The α and β on the left are the pole locations in the s-plane. 
These are the values that are used in the transformation algorithms. The α on the right is 1/Q, which is what 
the design equations for the physical filters want to see.

The Sallen-Key topology will be used to build the filter. The design equations in Figure 5-67 (pole pair) and 
Figure 5-66 (single pole) were then used to design the filter. The schematic is shown in Figure 5-101.

Figure 5-101: Low pass prototype IN OUT
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+

−

5.08kΩ
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Using the equation string described in Section 5, the filter is now transformed into a high-pass filter. The 
results of the transformation are:

 STAGE α β FO α
1 0.3201 1.0443  0.9356  0.5861

 2 1.8636 1.596

A word of caution is warranted here. Since the convention of describing a Chebyshev filter is to quote the 
end of the error band instead of the 3 dB frequency, the F0 must be divided (for high pass) by the ratio of 
ripple band to 3 dB bandwidth (Table 1, Section 4).

The Sallen-Key topology will again be used to build the filter. The design equations in Figure 5-68 (pole pair) 
and Figure 5-66 (single pole) where then used to design the filter. The schematic is shown in Figure 5-102.

Figure 5-102: High pass transformation
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Figure 5-103 shows the response of the low pass prototype and the high pass transformation. Note that they 
are symmetric around the cutoff frequency of 1 kHz. Also note that the errorband is at 1 kHz, not the −3 dB 
point, which is characteristic of Chebyshev filters.

The low pass prototype is now converted to a band-pass filter. The equation string outlined in Section 5-5 
is used for the transformation. Each pole of the prototype filter will transform into a pole pair. Therefore 
the 3-pole prototype, when transformed, will have six poles (3-pole pairs). In addition, there will be six 
zeros at the origin.
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Part of the transformation process is to specify the 3 dB bandwidth of the resultant filter. In this case this 
bandwidth will be set to 500 Hz. The results of the transformation yield:

 STAGE F0 Q A0

 1 804.5 7.63 3.49
 2 1243 7.63 3.49
 3 1000 3.73 1

The reason for the gain requirement for the first two stages is that their center frequencies will be attenu-
ated relative to the center frequency of the total filter. Since the resultant Qs are moderate (less than 20) the 
Multiple Feedback topology will be chosen. Figure 5-72 was then used to design the filter sections.

Figure 5-104 is the schematic of the filter and Figure 5-105 shows the filter response.

Figure 5-103: Low 
pass and high pass 
response
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Figure 5-104: Band pass 
transformation
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Figure 5-105: Band pass 
fi lter response
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Figure 5-106: Bandreject transformation
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Note that again there is symmetry around the center frequency. Also the 500 Hz bandwidth is not 250 Hz 
either side of the center frequency (arithmetic symmetry). Instead the symmetry is geometric, which means 
that for any two frequencies (F1 and F2) of equal amplitude are related by:

0 1 2F F F= ∗

Lastly the prototype will be transformed into a bandreject filter. For this the equation string in Section 5-5 
is used. Again, each pole of the prototype filter will transform into a pole pair. Therefore, the 3-pole 
 prototype, when transformed, will have six poles (3-pole pairs).

As in the band pass case, part of the transformation process is to specify the 3 dB bandwidth of the resultant 
filter. Again in this case this bandwidth will be set to 500 Hz. The results of the transformation yield:

 STAGE F0 Q F0Z

 1 763.7 6.54 1000
 2 1309 6.54 1000
 3 1000 1.07 1000

Note that there are three cases of notch filters required. There is a standard notch (F0 = FZ, section 3), a low 
pass notch (F0 <  FZ, section 1) and a high pass notch (F0 > FZ, section 2). Since there is a requirement for 
all three types of notches, the Bainter Notch is used to build the filter. The filter is designed using Figure 
5-77. The gain factors K1 and K2 are arbitrarily set to 1. Figure 5-106 is the schematic of the filter.

The response of the filter is shown in Figure 5-107 and in detail in Figure 5-108. Again, note the symmetry 
around the center frequency. Again the frequencies have geometric symmetry.

CD Reconstruction Filter
This design was done for a magazine article describing a high quality outboard D/A converter for use with 
digital audio sources (see Reference 26).

A reconstruction filter is required on the output of a D/A converter because, despite the name, the output 
of a D/A converter is not really an analog voltage but, instead, a series of steps. The converter will put out 
a discrete voltage, which it will then hold until the next sample is asserted. The filter’s job is to remove the 



411

Analog Filters

Figure 5-108: Bandreject response (detail)

Figure 5-107: Bandreject response
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high frequency components, smoothing out the waveform. This is why the filter is sometimes referred to as 
a smoothing filter. This also serves to eliminate the aliases of the conversion process. The “standard” in the 
audio industry is to use a third order Bessel function as the reconstruction filter. The reason to use a Bessel 
filter is that it has the best phase response. This helps to preserve the phase relationship of the individual 
tones in the music. The price for this phase “goodness” is that the amplitude discrimination is not as good 
as some other filter types. If we assume that we are using 8× oversampling of the 48 kSPS data stream in 
the D/A converter the aliases will appear at 364 kHz (8 × 48 k – 20 k). The digital filter that is used in the 
interpolation process will eliminate the frequencies between 20 kHz and 364 kHz. If we assume that the 
bandedge is 30 kHz, we have a frequency ratio of approximately 12 (364 ÷30). We use 30 kHz as the band 
edge, rather than 20 kHz to minimize the roll-off due to the filter in the pass band. In fact, the complete 
design for this filter includes a shelving filter to compensate for the pass band roll-off. Extrapolating from 
Figure 5-20, a third order Bessel will only provide on the order of 55 dB attenuation at 12 × Fo. This is only 
about 9-bit accuracy.

By designing the filter as 7th order, and by designing it as a linear phase with equiripple error of 0.05°, the 
stopband attenuation can be increased to about 120 dB at 12 × Fo. This is close to the 20-bit system.
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Figure 5-109A: CD Reconstruction 
fi lter—passive prototype
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Figure 5-109B: CD Reconstruction 
fi lter—transformation in s-plane
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The filter will be designed as an FDNR type. This is an arbitrary decision. Reasons to choose this topology 
are its low sensitivities-to-component tolerances and the fact that the op amps are in the shunt arms rather 
than in the direct signal path.

The first step is to find the passive prototype. To do this, use the charts in Williams’s book. Then get the 
circuit shown in Figure 5-109A. Next perform a translation in the s-plane. This gives the circuit shown in 
Figure 5-109B. This filter is scaled for a frequency of 1 Hz and an impedance level of 1 Ω. The D struc-
ture of the converted filter is replaced by a GIC structure that can be physically realized. The filter is then 
denormalized by frequency (30 kHz) and impedance (arbitrarily chosen to be 1 kΩ). This gives a fre-
quency-scaling factor (FS) of 1.884 ×105 (= 2π (3 ×104)). Next, arbitrarily choose a value of 1 nF for the 
capacitor. This gives an impedance-scaling factor (Z) of 5305 (= (COLD/CNEW)/ FSF).

Then multiply the resistor values by Z. This results in the resistors that had the normalized value of 1 Ω
will now have a value of 5.305 kΩ. For the sake of simplicity adopt the standard value of 5.36 kΩ. Work-
ing backwards, this will cause the cutoff frequency to change to 29.693 kHz. This slight shift of the cutoff 
frequency will be acceptable.

The frequency scaling factor is then recalculated with the new center frequency and this value is used to 
denormalize the rest of the resistors. The design flow is illustrated in Figure 5-109. The final schematic is 
shown it Figure 5-109D.
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Figure 5-109D: 
CD Reconstruction 
fi lter—fi nal fi lter
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The performance of the filter is shown in Figure 5-110(A–D).

Figure 5-110: CD fi lter performance

(C) SIGNAL-TO-NOISE RATIO (D) THD + N

(A) FREQUENCY RESPONSE (B) LINEARITY
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Figure 5-112: Digitally controlled state variable fi lter
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Digitally Programmable State Variable Filter
One of the attractive features of the state variable filter is that the parameters (gain, cutoff frequency, and 
“Q”) can be individually adjusted. This attribute can be exploited to allow control of these parameters.

To start, the filter is slightly reconfigured. The resistor divider that determines Q (R6 & R7 of Figure 5-54) 
is changed to an inverting configuration. The new filter schematic is shown in Figure 5-111. The resis-
tors R1, R2, R3, and R4 (of Figure 5-111) are then replaced by CMOS multiplying DACs. Note that R5 is 
implemented as the feedback resistor implemented in the DAC. The schematic of this circuit is shown in 
Figure 5-112.

Figure 5-111: Redrawn state-variable fi lter
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The AD7528 is an 8-bit dual MDAC. The AD825 is a high speed FET input op amp. Using these compo-
nents the frequency range can be varied from around 550 Hz to around 150 kHz (Figure 5-113). The Q 
can be varied from approximately 0.5 to over 12.5 (Figure 5-114). The gain of the circuit can be varied 
from 0 dB to –48 dB (Figure 5-115).
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Figure 5-113: Frequency 
response versus DAC 
control word
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Figure 5-114: Q Variation 
versus DAC control word

Figure 5-115: Gain variation 
versus DAC control word
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Figure 5-116: Improved digitally variable integrator
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The operation of the DACs in controlling the parameters can best be thought of as the DACs changing the 
effective resistance of the resistors. This relationship is

( )
256 DAC RESISTANCE

DAC EQUIVALENT RESISTANCE
DAC CODE DECIMAL

∗

This, in effect, varies the resistance from 11 kΩ to 2.8 MΩ for the AD7528.

One limitation of this design is that the frequency is dependent on the ladder resistance of the DAC. This 
particular parameter is not controlled. DACs are trimmed so that the ratios of the resistors, not their abso-
lute values, are controlled. In the case of the AD7528, the typical value is 11 kΩ. It is specified as 8 kΩ
min. and 15 kΩ max. A simple modification of the circuit can eliminate this issue. The cost is two more 
op amps (Figure 5-116). In this case, the effective resistor value is set by the fixed resistors rather than the 
DAC’s resistance. Since there are two integrators the extra inversions caused by the added op amps cancel.

As a side note, the multiplying DACs could be replaced by analog multipliers. In this case the control 
would obviously be an analog rather than a digital signal. We also could just as easily have used a digital 
pot in place of the MDACs. The difference is that instead of increasing the effective resistance, the value of 
the pot would be the maximum.

60 Hz Notch Filter
A very common problem in instrumentation is that of interference of the telemetry that is to be measured. 
One of the primary sources of this interference is the power line. This is particularly true of high impedance 
circuits. Another path for this noise is ground loops. One possible solution is to use a notch filter to remove 
the 60 Hz. component. Since this is a single frequency interference, the Twin-T circuit will be used.

Since the maximum attenuation is desired and the minimum notch width is desired, the maximum Q of the 
circuit is desired. This means the maximum amount of positive feedback is used (R5 open and R4 shorted). 
Due to the high impedance of the network, a FET input op amp is used.

The filter is designed using Figure 5-78. The schematic is shown in Figure 5-117 and the response in 
Figure 5-118.
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Figure 5-117: 60 Hz Twin-T notch fi lter
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Audio Preamplifi ers
Audio signal preamplifi ers (preamps) represent the low-level end of the dynamic range of practical audio 
circuits using modern IC devices. In general, amplifying stages with input signal levels of 10 mV or less 
fall into the preamp category. This section discusses some basic types of audio preamps, which are:

Microphone—including preamps for dynamic, electret,and phantom-powered microphones, using trans-
former input circuits, operating from dual and single supplies.

Phonograph—including preamps for moving magnet and moving coil phono cartridges in various topolo-
gies, with detailed response analysis and discussion.

In general, when working signals drop to a level of ≈1 mV, the input noise generated by the fi rst system 
amplifying stage becomes critical for wide dynamic range and good signal-to-noise ratio. For example, if 
internally generated noise of an input stage is 1 µV and the input signal voltage 1 mV, the best signal-to-
noise ratio possible is just 60 dB.

In a given application, both the input voltage level and impedance of a source are usually fi xed. Thus, for best 
signal-to-noise ratio, the input noise generated by the fi rst amplifying stage must be minimized when oper-
ated from the intended source. This factor has defi nite implications to the preamp designer, as a “low noise” 
circuit for low impedances is quite different from one with low noise operating from a high impedance.

Successfully minimizing the input noise of an amplifi er requires a full understanding of all the various fac-
tors that contribute to total noise. This includes the amplifi er itself as well as the external circuit in which 
it is used; in fact, the total circuit environment must be considered both to minimize noise and maximize 
dynamic range and signal fi delity.

A further design complication is the fact that not only is a basic gain or signal scaling function to be ac-
complished, but signal frequency response may also need to be altered in a predictable manner. Microphone 
preamps are an example of wideband, fl at frequency response, low noise amplifi ers. In contrast to this, 
phonograph preamp circuits not only scale the signal, they also impart a specifi c frequency response charac-
teristic to it. A major part of the design for the RIAA phono preamps of this section is a systematic analysis 
process, which can be used to predictably select components for optimum performance in frequency 
response terms. This leads to very precise functioning, and excellent correlation between a computer-based 
design and measured lab operation.

CHAPTER 6

Signal Amplifi ers
Walt Jung, Walt Kester

SECTION 6-1

Audio Amplifi ers
Walt Jung
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Microphone Preamplifi ers
The microphone preamplifi er (mic preamp) is a basic low level audio amplifi cation requirement. Mic pre-
amps can assume a variety of forms, considering the wide range of possible signal levels, the microphone 
types, and their impedances. These factors infl uence the optimum circuit for a specifi c application. Dis-
cussed in this section are mic preamps that work with both high and low impedance microphones, both with 
and without phantom power, and with transformer input stages.

Single-Ended, Single-Supply High-Impedance Mic Preamp

A very simple form of mic preamp is shown in Figure 6-1. This is a noninverting stage with a single-ended 
input, most useful with high-impedance microphones such as dynamic and piezoelectric types. As shown, 
it has adjustable gain of 20 dB–40 dB via RGAIN, and is useful with audio sources with 600 Ω or greater 
source impedances.

Figure 6-1: A single-ended, single-supply mic preamp

The U1 op amp can greatly affect the overall performance, not only in general amplifi cation terms but also 
in suitability for single supply operation (as shown here). In terms of noise performance, the U1 device 
should have a low input noise with ≥500 Ω sources, with the external circuit values adjusted so that the 
source impedance (microphone) dominates the overall source resistance.

For very low noise on 5 V supplies, very few devices are suitable. Among these the dual SSM2135 or the 
OP213, and AD822/AD823 stand out, and are recommended as fi rst choices. For very low power, minimal 
quiescient current parts like the AD8541 can be considered. Many other low noise devices can also work 
well in this circuit for total supply voltages of 10 V or more, for example the OP275, and OP270/OP470 
types. The circuit is also easily adapted for dual supply use, as noted below.

In this circuit, gain-determining resistors R1||R2 (where R2a + R2b = RGAIN) are scaled such that their total 
resistance is less than the expected source impedance, that is 1 kΩ or less. This minimizes the contribution 
of the gain resistors to input noise, at high gain. As noted, gain of the circuit is adjusted in the feedback 
path via resistor RGAIN. In a system sense, control of a microphone or other low level channel signal level is 
preferably done after it has undergone some gain, as the case here. RGAIN can of course be a fi xed value.

Because of the single supply operation, input/output coupling is via polar capacitors, namely C1, C2, and 
C3. C4 is a noise fi lter, and C5 a bypass. For lowest noise in the circuit, the amplifi er biasing must also be 
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noiseless; that is, free from noise added directly or indirectly by the biasing (see Reference 1). Resistors 
with dc across them should have low excess noise (fi lm types), or be ac-bypassed. Thus R1, R2, R3, R4, 
R7, and R8 are preferably metal fi lms, with R7–R8 bypassed. A 2.2 V bias provided from R7–R8 biases 
the output of U1 to near midsupply. If higher supply voltage is used, R7–R8 can be adjusted for maximum 
output with a particular amplifi er. For example, with low bias current, rail-rail output op amps, R7 and R8 
should be high, equal values (≥100 kΩ).

While the OP213 or SSM2135 for U1 is optimum when operating from lower impedance sources, FET 
input types such as the AD82x families (or a select CMOS part) is preferable for high impedance sources, 
such as crystal or ceramic mics. To adapt the circuit for this, R3 and R4 should be 1MΩ or more, and C1 a 
0.1 µF fi lm capacitor.

Bandwidth using the OP213 or SSM2135 is about 30 kHz at maximum gain, or about 20 kHz for similar 
conditions with the AD822 (or AD820). Distortion and noise performance will refl ect the U1 device and 
source impedance. With a shorted input, an SSM2135 measures output noise of about 110 µV rms at a 
gain of 100, with a 1 kHz THD + N of 0.022% at 1 V rms into a 2 kΩ load. The AD820 measures about 
200 µV rms with 0.05% THD + N for similar conditions. For both, the fi gures improve at lower gains.

The circuit of Figure 6-1 is a good one if modest performance and simplicity are required, but requires at-
tention to details. The input cable to the microphone must be shielded, and no longer than required. Similar 
comments apply to a cable for RGAIN (if remote).

To adapt this circuit for dual supply use, R3 is returned to ground as noted, plus the bias network of R7, R8, 
and C4 is eliminated. U1 is operated on symmetric supplies (±5 V, ±15 V, and so forth), with the –VS rail 
bypassed similar to +VS. Coupling caps C1, C2, and C3 are retained, but must be polarized to matched the 
amplifi er used (or nonpolar types). Although microphones with output impedances of less than 600 Ω can 
be used with this circuit, the noise performance will not be optimum. Also, many of these typically require 
a balanced input interface. Subsequent circuits show methods of optimizing noise with low impedance, bal-
anced output microphones, as suited for professional applications.
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Electret Mic Preamp Interface

A popular mic type for speech recording and other noncritical applications is the electret type. This is a 
permanently polarized condenser mic, typically with a built-in common-source FET amplifi er. The ampli-
fi ed output signal is taken from the same single ended lead which supplies the microphone with dc power, 
typically from a 3-10 V dc source.

Figure 6-2 illustrates a basic interface circuit that is useful in powering and scaling the output signal of an 
electret mic for further use. In this case the scaled output signal from this interface is fed into the LEFT and 
RIGHT inputs of a 5 V supply powered CODEC for digitization and processing. Dc phantom power is fed 
to the mic capsules by the RA-CA-RB decoupling network from the 5 V supply, and the ac output signal is 
tapped off by CIN-R2, and fed to U1. The RB resistors will vary with different mics and supply voltages, and 
the values shown are typical. For a quiet mic supply voltage, a fi ltered/scaled VR can be generated by the 
optional U2 connection shown.

Figure 6-2: An electret mic interface for 5 V powered CODECs

The U1 dual scaling amplifi er is an SSM2135 or AD822, and is used to normalize the mic signal to either a 
1 V rms line level or 100 mV rms mic level typically required by CODEC inputs, and also to low-pass fi lter 
it prior to digitization. With a wide variety of electret mics and operating parameters, some signal level 
scaling is often required.

The scaling gain is simply R1/R2, and R2 is selected to provide a gain “G,” to yield 0.1 V rms at the mic 
inputs of the CODEC, with the rated output from the mic. The U1 stages are inverting, so G can be greater 
or less than unity, i.e., other than 4 as is shown here, to normalize any practical input signal to an optimum 
CODEC level. The amplifi er’s low-pass corner frequency is set by the time constant R1-C, which results in 
a –3 dB point of 36 kHz. Bias for the U1 stages is provided from the CODEC, via the reference or CMOUT 
pins, typically a 2.25 V–2.5 V reference voltage. The low frequency time constants CIN-RB/R2 and CO-20
kΩ are wideband to minimize LF phase shift. These (nonpolar) capacitors can be reduced to 1 µF or less, 
for narrowband uses.
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Transformer-Coupled Low-Impedance Microphone Preamps

For any op amp, the best noise performance is attained when the characteristic noise resistance of the 
amplifi er, Rn, is equal to the source resistance, Rs. Examples of microphone preamps that make use of this 
factor are discussed in this section. They utilize an input matching transformer to more closely optimize 
an amplifi er to a source impedance which is unequal to the amplifi er Rn. A basic circuit operating on this 
principle is shown in Figure 6-3. In order to select an optimum transformer turns ratio for a given source 
resistance (Rs), calculate the characteristic Rn of the op amp in use.

Figure 6-3: Transformer input mic preamplifi er with 28 dB to 50 dB gain

Rn must fi rst be calculated from the op amp’s en and in data as:
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where en is in  and in is in . A turns ratio for T1 may be calculated as:
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where Ns/Np is the transformer secondary/primary turns ratio. For the OP275 op amp, the values of en and in

are 7 nV Hz and 1.5 pA Hz, respectively; thus,
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Since both en and in vary with frequency, Rn will also vary with frequency. Therefore, a value calculated for 
Rn from the data sheet (such as above) is most accurate at the specifi ed frequency. If the amplifi er is to be 
optimized for a specifi c frequency, the en and in values should be for that frequency. However, audio ampli-
fi ers are wideband circuits, so latitude is due here. When available, a minimum noise-fi gure plot for the 
amplifi er will allow graphical determination of the optimum source resistance for noise.
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For this case, an optimum transformer turns ratio can be calculated to provide the optimum Rn to the op 
amp, working from a given Rs. For example, if Rs is 150 Ω, an optimum turns ratio for an OP275 (or other 
amplifi er) with an Rn of 4.7 kΩ will be:

3
s n

2
p s

N R 4.7 10
5.6

N R 1.5 10

×
= = ≈

×

Other examples matching these criteria would include OP27 family types. 

Transformers are catalogued in fairly narrow and specifi c impedance ranges, so a unit with a rated second-
ary impedance in the range of 5 kΩ to 10 kΩ will be useful (the amplifi er minimum noise impedance is 
reasonably broad). A suitable unit for this purpose is the Jensen JT-110K-HPC. Note that T1 must be ad-
equately shielded and otherwise suitable for operation in low level environments. The use of the matching 
transformer allows the circuit to achieve an equivalent input noise (referred to the transformer input) that is 
only a few decibels above the theoretical limit, or very close to the thermal noise of the source resistance. 
For example, the thermal noise of a 150 Ω resistor in a 20 kHz noise bandwidth at room temperature is 
219 nV. A real circuit has a higher input referred noise, due to the transformer plus op amp noise.

An additional advantage of the transformer lies in the effective voltage gain that it provides, due to the step 
up turns ratio. For a given circuit total numeric gain, Gtotal, this reduces the gain required from the op amp 
U1, G(U1), to:

( )
total

U1
s p

G
G

N / N
= Eq. 6-3           

Thus, in the composite circuit of Figure 6-3 gain Gtotal is the product of the transformer step up, Ns/Np, and 
(R1 + R2)/R1, which is G(U1). This has advantages of allowing more amplifi er loop gain, thus greater band-
width and accuracy, lower distortion, and so forth.

The transformer input example mic preamp stage of Figure 6-3 uses the JT-110K-HPC transformer for T1 
with a primary/secondary ratio of about 1/8 (150 Ω/10 kΩ). The op amp section has a variable gain of about 
3.3-41 times, which, in combination with the 17.8 dB transformer gain, yields a composite gain of 28 dB 
to 50 dB (26 to 300 times). Transient response of the transformer plus U1 amplifi er is excellent. U1 here 
is one-half an OP275, operating on ±18 V power. Supplies should be well regulated and decoupled close 
to U1, particularly with low impedance loads. Care should be used to operate U1 below maximum voltage 
rating. The OP275 is rated for maximum supplies of ±22 V.

For best results, passive components should be high quality, such as 1% metal fi lm resistors, a reverse log 
taper fi lm pot for R2a, and low ESR capacitors for C1 and C3. Microphone phantom powering (see Refer-
ences 2 and 3) can be used, simply by adding the ±0.1% matched 6.81 kΩ resistors and a 48 V dc source, as 
shown. Close matching of the dc feed resistors is recommended by the transformer manufacturer whenever 
phantom power is used, to optimize CMR and to minimize the transformer’s primary dc current fl ow (see 
Reference 4). Note that use of phantom powering has little or no effect on the preamp, since the transformer 
decouples the CM dc variations at the primary. CMR in an input transformer such as the JT-110K-HPC is 
typically 85 dB or more at 1 kHz, and substantially better at lower frequencies.

THD + N performance versus frequency of this OP275 mic preamp is shown in the family of curves in 
Figure 6-4. The test conditions are 35 dB gain, and successive input sweeps resulting in outputs of 0.5, 1, 
2, and 5 V rms into 600 Ω. For these distortion tests as well as most of those following throughout these 
sections, THD + N frequency sweeps at various levels are used for sensitivity to slewing related distortions 
(see References 5–7), and output loaded tests are used for sensitivity to load related nonlinearities.
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For the OP275 data shown in Figure 6-4, there are three interest regions, a sub-100 Hz region where 
 distortion is largely transformer-related, a 100 Hz–3 kHz region where distortion is lowest, and a greater-
than-3 kHz region where it again rises. For most of the spectrum THD + N is ≤0.01% for medium outputs, 
and slightly higher at high frequencies.

The –3 dB bandwidth of this circuit is about 100 kHz, and is dominated by the  JT-110K-HPC transformer 
and its termination network, assuming a 150 Ω source impedance. Conversely, for higher or lower source 
impedances, the bandwidth will lower or rise in proportion, so application of this circuit should take this into 
account. For example, capacitor microphone capsules with emitter follower outputs appear as a ≈15 Ω source.

Very Low Noise Transformer Coupled Mic Preamp

A high performance low noise mic preamp is shown in Figure 6-5, using a lower ratio transformer, the Jen-
sen JT-16A. This transformer has a lower nominal step up ratio of about 2/1, and is optimized for use with 

Figure 6-5: Low noise transformer input 20 dB to 50 dB gain mic preamp 

Figure 6-4: Transformer-coupled mic preamplifi er THD + N (%) versus 
frequency (Hz) for 35 dB gain, outputs of 0.5, 1, 2, and 5 V rms into 600 Ω
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lower noise resistance amplifi ers such as the AD797. As can be noted from the fi gure, the general topology is 
similar to the previous transformer coupled preamp, but some details allow premium levels of performance.

This preamp has a selectable gain feature, using GAIN switch S1 to alter R2 of the feedback network. 
This varies U1’s gain (and thus overall gain) over a range of 20 dB–50dB, making the preamp suitable for a 
wide range of uses. With the R2 step values shown, gain is selectable in 5 dB increments. This ranges from 
50 dB with R2 (total) = 15 Ω, down to 20 dB with R2 (total) = 588.5 Ω. The transformer provides a fi xed 
gain of about 5.6 dB.

Inasmuch as the AD797 has high precision as well as low distortion audio characteristics, this circuit can be 
dc-coupled quite effectively. This has the worthwhile advantage of eliminating large electrolytic coupling 
caps in the gain network and in the output coupling between U1 and VOUT. This is accomplished as follows:

The initial device offset of the AD797 is 80 µV(max), a factor that allows a relatively simple trim by OFF-
SET trimmer R7 to null offset. R7 has a range of ±150 µV at the AD797 input, with noise well decoupled 
by C3. With the preamp warmed up well, and working at a midrange gain setting of 35 dB, the offset can 
be trimmed out. This is best done with the servo temporarily defeated, by grounding test point TP1. Under 
this condition the VOUT dc level is then trimmed to <1 mV, via R7. This nulls out the residual offset of the 
AD797, and also ensures that the gain-range network sees minimal dc, which minimizes “pops” with gain 
changes. The offset shift thereafter with gain is only a few mV, and is of little concern, since the servo 
circuit of U2A and U2B holds the longer-term dc offset to 100 µV or less, with little gain interaction. Note 
that for the gain-change scheme to work properly, S1 must be a shorting (make-before-break) type.

THD + N performance versus frequency of this mic preamp is shown in Figure 6-6, for conditions of 35 dB 
gain, and successive input sweeps resulting in outputs of 0.5, 1, 2, and 5 V rms into 600 Ω. From these data 
it is essentially clear that the only distortion in the circuit is due to the transformer, which is small and occurs 
only at the low frequencies. Above 100 Hz, the apparent distortion is noise limited, to the highest  frequencies.

Figure 6-6: Low noise transformer input mic preamp THD + N (%) versus 
frequency (Hz) for 35 dB gain, outputs of 0.5, 1, 2, and 5 V rms into 600 Ω

The –3 dB bandwidth of this circuit is just under 150 kHz, and while this is essentially dominated by the 
JT-16A transformer and termination, bandwidth does reduce slightly at the highest gain (50 dB). Like the 
previous transformer coupled circuit, this circuit also assumes a 150 Ω source impedance, and similar appli-
cation caveats apply.



431

Signal Amplifi ers

The basic circuit as shown is single-ended with VOUT taken from R8. However, a transformer can be simply 
added, as an option for driving balanced lines. When this is done, a nickel core type is suggested, for lowest 
distortion. One type suitable would be a Jensen JT-11-DM (or similar). It is coupled to the U1 output via a 
10 Ω resistor.

Just as shown the circuit is suited for local, higher impedance loads of 1 kΩ and more. For very high levels 
of output drive or to drive long lines, a dedicated high current output driver should be used with U1, as 
generally described in the “Line Drivers” section. This can be most simply implemented by making U1 a 
composite amplifi er, using a AD797 input section plus a follower-type output stage. A good choice for this 
would be a BUF04 IC, connected between Pin 6 of the AD797 and the remaining circuitry. The buffer will 
isolate the U1 stage, allowing it to operate with highest linearity with diffi cult loads. Note also that ±17 V 
supplies won’t be necessary with the AD797 unless extreme voltage swings are required. More convention-
al (±15 V) supplies will minimize the U1 heating.
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RIAA Phono Preamplifi ers
An example of an audio range preamplifi er application requiring equalized frequency response is the RIAA 
phono preamp. While LP record sales have faded with the establishment of new digital media, for com-
pleteness equipment is still designed to include phono playback stages. RIAA preamp stages, as amplifi ers 
with predictable, nonfl at frequency response, have more general application connotations. The design 
techniques within this section are specifi c to RIAA as an example, but they are also applicable to other 
frequency dependent amplitude designs in general. The techniques are also useful as a study tool, consider-
ing the various approaches advanced to optimize the function of high performance gain with predictable 
equalization (EQ). These last two points make these discussions useful in a much broader sense.
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Some RIAA Basics

The RIAA equalization curve (see Reference 1) is shown in Figure 6-7, expressed as it is relative to dc. 
This curve indicates maximum gain below 50 Hz (f1), with two high  frequency infl ection points. Above f1, 
the gain rolls off at 6 dB/octave until a fi rst high frequency breakpoint is reached at 500 Hz (f2). Gain then 
remains relatively constant until a second high frequency breakpoint is reached at about 2.1 kHz (f3), where 
it again rolls off at 6 dB/octave through the remainder of the audio region and above.

Figure 6-7: Ideal RIAA de-emphasis 
(time constants of 3180 µs,
318 µs, 75 µs)

Use of a low frequency roll-off (f0, not shown) is at the option of the designer. Frequency response can be 
extended towards dc, or, alternately, rolled off at a low frequency below 50 Hz. When applied, this roll-off is 
popularly called a “rumble” fi lter, as it reduces turntable/record related low frequency disturbances, lessening 
low frequency driver overload. This roll-off may or may not coincide with a fourth time constant (below).

However, gain at the frequencies f1, f2, and f3 describes the basic RIAA curve. In the standard, this is 
described in terms of three corresponding time constants, T1, T2, and T3, defi ned as 3180 µs, 318 µs, and 
75 µs, respectively (Reference 1, again). The T1−T3 are here described as they correspond to ascend-
ing frequency, the reverse of the terminology in Reference 1 (however, the time constants themselves are 
identical). In some literature one may occasionally fi nd the frequencies corresponding to T1, T2, and T3 
referenced. These exact frequencies can be found simply by the basic relationship of:

( )f 1/ 2 T= • π •  Eq. 6-4

So, for the three time constants specifi ed, the frequencies are:

( )
( )
( )

fl 1/ T1 1/ 2 3180E 6 50 Hz

f2 1/ T2 1/ 2 318E 6 500 Hz

f3 1/ T3 1/ 2 75E 6 2122 Hz

= = • π • − =

= = • π • − =

= = • π • − =

An IEC amendment to the basic RIAA response adds a fourth time constant of 7950 µs, corresponding to 
an f0 of 20 Hz when used (see Reference 2). Use of this roll-off has never been standardized in the US, and 
isn’t treated in detail here.

The characteristic gain in dB for an RIAA preamp is generally specifi ed relative to a 1kHz reference 
 frequency. For convenience in evaluating the RIAA curve numerically, Figure 6-8 is a complete 10 kHz–
100 kHz relative decibel table for the three basic RIAA time constants. From these data several key points 
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FREQ VDB(6)(1) VDB(5)(2)

 1.000E+01 1.974E+01 –1.684E-01
 1.259E+01 1.965E+01 –2.639E-01
 1.585E+01 1.950E+01 –4.109E-01
 1.995E+01 1.928E+01 –6.341E-01
 2.512E+01 1.895E+01 –9.654E-01
 3.162E+01 1.847E+01 –1.443E+00
 3.981E+01 1.781E+01 –2.103E+00
 5.012E+01 1.694E+01 –2.975E+00
 6.310E+01 1.584E+01 –4.067E+00
 7.943E+01 1.455E+01 –5.362E+00
 1.000E+02 1.309E+01 –6.823E+00
 1.259E+02 1.151E+01 –8.398E+00
 1.585E+02 9.877E+00 –1.003E+01
 1.995E+02 8.236E+00 –1.167E+01
 2.512E+02 6.645E+00 –1.327E+01
 3.162E+02 5.155E+00 –1.476E+01
 3.981E+02 3.810E+00 –1.610E+01
 5.012E+02 2.636E+00 –1.727E+01
 6.310E+02 1.636E+00 –1.828E+01
 7.943E+02 7.763E–01 –1.913E+01
 1.000E+03 8.338E–07 –1.991E+01
 1.259E+03 –7.682E–01 –2.068E+01
 1.585E+03 –1.606E+00 –2.152E+01
 1.995E+03 –2.578E+00 –2.249E+01
 2.512E+03 –3.726E+00 –2.364E+01
 3.162E+03 –5.062E+00 –2.497E+01
 3.981E+03 –6.572E+00 –2.648E+01
 5.012E+03 –8.227E+00 –2.814E+01
 6.310E+03 –9.992E+00 –2.990E+01
 7.943E+03 –1.184E+01 –3.175E+01
 1.000E+04 –1.373E+01 –3.365E+01
 1.259E+04 –1.567E+01 –3.558E+01
 1.585E+04 –1.763E+01 –3.754E+01
 1.995E+04 –1.960E+01 –3.951E+01
 2.512E+04 –2.158E+01 –4.149E+01
 3.162E+04 –2.357E+01 –4.348E+01
 3.981E+04 –2.557E+01 –4.548E+01
 5.012E+04 –2.756E+01 –4.747E+01
 6.310E+04 –2.956E+01 –4.947E+01
 7.943E+04 –3.156E+01 –5.147E+01
 1.000E+05 –3.356E+01 –5.347E+01

Notes: (1) Denotes 1 kHz 0 dB reference
(2) Denotes dc 0 dB reference

Figure 6-8: Idealized RIAA frequency response referred to 1 kHz and to dc
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can be observed: If the 1 kHz gain is taken as the zero dB reference, frequencies below or above show 
higher or lower dB levels, respectively (Note 1, column 2). With a dc 0 dB reference, it can be noted that 
the 1 kHz gain is 19.91 dB below the dc gain (Note 2, column 3).

Expressed in terms of a gain ratio, this means that in an ideal RIAA preamp the 1 kHz gain is always 
0.101 times the dc gain. The constant 0.101 is unique to all RIAA preamp designs following the above 
curve, therefore it can be designated as “KRIAA”, or:

RIAAK 0.101= Eq. 6-5

This constant logically shows up in the various gain expressions of the RIAA preamp designs following. In 
all examples discussed here (and virtually all RIAA preamps in general), the shape of the standard RIAA 
curve is fi xed, so specifying gain for a given frequency (1 kHz) also defi nes the gain for all other frequencies.

It can also be noted from the RIAA curve of Figure 6-7 that the gain characteristic continues to fall at 
higher frequencies. This implies that an amplifi er with unity-gain stability for 100% feedback is ultimately 
required, which can indeed be true, when a standard feedback confi guration is used. Many circuit approach-
es can be used to accomplish RIAA phono-playback equalization; however, all must satisfy the general 
frequency response characteristic of Figure 6-7.

Equalization Networks for RIAA Equalizers

Two equalization networks well suited in practice to RIAA phono reproduction are illustrated in Figure 
6-9a and 6-9b, networks N1 and N2. Both networks with values as listed can yield with high accuracy 
the three standard RIAA time constants of 3180 µs, 318 µs, and 75 µs as outlined by network theory (see 
 References 3-6). For convenience, both theoretical values for the ideal individual time constants are shown 
at the left, as well as closest fi t standard “no trim” values to the right. Designers can, of course, parallel 
and/or series RC values as may be deemed appropriate, adhering to network theory.

There are of course an infi nite set of possible RC combinations from which to choose network values, but 
practicality should rule any fi nal selection. A theoretical starting point for a network value selection can 
begin with any component, but in practice the much smaller range of available capacitors suggests their 

Figure 6-9: Two RIAA EQ networks (T1 = 3180 µs, T2 = 318 µs, T3 = 75 µs)
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selection fi rst, then resistors, since they have a much broader span of (stock) values. Note that precision fi lm 
resistors can in fact be obtained (on special order) in virtually any value, up to several megohms. The values 
listed here are those taken as standard from the E96 series.

Very high standards of EQ accuracy are possible, to tolerances of noticeably better than ±0.1 dB (see for 
example data from Reference 8, also quoted in 6). In the design process, there are several distinct general 
aspects of EQ component selection which can impact the ultimate accuracy. These are worth placing in 
perspective before starting a design.

The selection tolerance of the component defi nes how far an ideal (zero manufacturing tolerance) com-
ponent deviates from the theoretical value. A good design will seek to minimize this error by using either 
carefully selected standard values, or series and/or shunt combinations, so as to achieve selection tolerance 
of less than 1%, preferably zero.

The manufacturing tolerance of the component defi nes how far an otherwise ideal component deviates 
from its stated catalog value, such as ±1%, ±2%, and so forth. This can obviously be controlled by tighter 
specifi cations, but usually at some premium, particularly with capacitors of ±1% or less. Note that a “hid-
den” premium here can be long delivery times for certain values. Care should be taken to use standard stock 
values with capacitors—even to the extent that multiple standard values may be preferable (three times 
0.01 µF for 0.03 µF, as an example).

Topology-related parasitics must also be given attention, as they can also potentially wreck accuracy. 
Amplifi er gain-bandwidth is one possible source of parasitic EQ error. However, a more likely error source 
is the parasitic zero associated with active feedback equalizers. If left uncompensated below 100 kHz, this 
alone can be a serious error.

In any event, for high equalization accuracy to be “real,” once a basic solid topology is selected, the de-
signer must provide for the qualifi cation of components used, by precise measurement and screening, or 
tight purchase tolerances. An alternative is iterative trimming against a reference standard such as that of 
Reference 9, but this isn’t suited for production. An example is the data of Reference 8, derived with the 
network of Reference 9. If used, the utility of such a trim technique lies in the reduction of the equipment 
accuracy burden. While the comparator used needs to have high resolution, the accuracy is transferred to 
the network comparison standard used.

It should be understood that an appropriately selected high quality network will allow excellent accuracy, 
for example either N1 or N2 with the “closest fi t” (single component) values of exact value yield a broad-
band error of about ±0.15 dB. Accuracy about three times better than this is achieved with the use of N1 
and the composite C2, as noted. The composite C2 is strongly suggested, as without it there is a selection 
error of about 3%.

It is also strongly recommended that only the highest quality components be employed for use in these net-
works, for obvious reasons. Regardless of the quality of the remainder of the circuit, it is surely true that the 
equalization accuracy and fi delity can be no better than the quality of those components used to defi ne the 
transfer function. Thus only the best available components are used in the N1 (or N2) RC network, selected 
as follows:

Capacitors—should have close initial tolerance (1%–2%), a low dissipation factor and low dielectric 
absorption, be noninductive in construction, and have stably terminated low-loss leads. These criteria in 
general are best met by capacitors of the Tefl on, polypropylene and polystyrene fi lm families, with 1%–2% 
polypropylene types being preferred as the most practical. Types to defi nitely avoid are the “high K” ceram-
ics. In contrast, “low K” ceramic types, such as “NP0” or “COG” dielectrics, have excellent dissipation 
factors. See the passive component discussions of Chapter 7 on capacitors, as well as the component-
 specifi c references at the end of this section.
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Resistors—should also be close tolerance (≤1%), have low nonlinearity (low voltage coeffi cient), be tem-
perature stable, with solid stable terminations and low-loss noninductive leads. Types that best meet these 
criteria are the bulk metal foil types and selected thick fi lms, or selected military grade RN55 or RN60 style 
metal fi lm resistor types. See the passive component discussions of Chapter 7 on resistors, as well as the 
component-specifi c references at the end of this section.

It should be noted also that the specifi c component values suggested might not be totally optimum from 
a low impedance, low noise standpoint. But, practicalities will likely deter using appreciably lower ones. 
For example, one could reduce the input resistance of either network down to say 1 kΩ, and thus lower the 
input referred noise contribution of the network. But, this in turn would necessitate greater drive capability 
from the amplifi er stage, and raise the C values up to 1 µF–3 µF, where they are large, expensive, and most 
diffi cult to obtain. This may be justifi ed for some uses, where performance is the guiding criterion rather 
than cost effectiveness, or the amplifi ers used are suffi ciently low in noise to justify such a step. Regardless 
of the absolute level of impedance used, in any case the components should be adequately shielded against 
noise pickup, with the outside foils of C1 or C2 connected either to common or a low impedance point.

These very same N1/N2 networks can suffi ce for both active and passive type equalization. Active (feed-
back) equalizers use the network simply by returning the input resistor R1 to common, that is jumpering 
points 1–3, and employing the network as a two-terminal impedance between points 1+3, and 2. Passive 
equalizers use the same network in a three-terminal mode, placed between two wideband gain blocks.

RIAA Equalizer Topologies

Many different circuit topologies can be used to realize an RIAA equalizer. Dependent upon the output level 
of the phono cartridge to be used, the 1 kHz gain of the preamp can range from 30 dB to more than 50 dB.

Magnetic phono cartridges in popular use consist of two basic types: moving magnet (MM) and moving 
coil (MC). The moving magnet types, which are the most familiar, are suitable for the fi rst two circuits 
described. The moving coil cartridge types are higher performance devices; they are less commonplace but 
still highly popular.

Functionally, both types of magnetic cartridges perform similarly, and both must be equalized for fl at re-
sponse in accordance with the RIAA characteristic. A big difference in application, however, is the fact that 
moving magnet types have typical sensitivities of about 1 mV of output for each cm/s of recorded velocity. 
In moving coil types, sensitivity on the order of 0.1 mV is more common (for a similar velocity). In ap-
plication then, a moving coil RIAA preamp must have more gain than one for moving magnets. Typically, 
1 kHz gains are 40 dB–50 dB for moving coils, but only 30 dB–40 dB for moving magnets. Noise perfor-
mance of a moving coil preamp can become a critical performance factor however, because of low-output 
voltage and low impedance involved—typically this is in the range of just 3 Ω–40 Ω. The following circuit 
examples illustrate techniques that are useful to these requirements.

Actively Equalized RIAA Preamp Topologies

The most familiar RIAA topology is shown in general form in Figure 6-10, and is called an active feedback 
equalizer, as the network N used to accomplish the EQ is part of an active feedback path (see References 
10, 11).  In these and all of the following discussions it is assumed that the input from the pickup is ap-
propriately terminated by Rt–Ct, which are selected for fl at cartridge frequency response driving U1. The 
following discussions deal with the amplifi cation frequency response, given this ideal input signal.

Assuming an adequately high gain amplifi er for U1, the gain/frequency characteristics of this circuit are 
determined largely by the network. The gain of the stage is set by the values of the network N and R3, and 
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the U1 output is a low impedance, VOUT. The 1 kHz gain of this stage is defi ned by the RIAA curve and 
resistors R1 and R3, and is:

( )1 3G 0.101 1 R R⎡ ⎤= • +⎣ ⎦  Eq. 6-6

where 0.101 is the constant KRIAA. R1 is within N; R4 and R5 are discussed momentarily.

As noted previously, an ideal RIAA response continues to fall with increasing frequency, and can in fact be 
less than unity at some high frequency (Figure 6-7, again). But, the basic U1 topology of Figure 6-10 can’t 
achieve this, as the minimum gain seen at the output of U1 approaches unity at some (high) parasitic zero 
frequency, where the network equivalent series capacitive impedance of C1 and C2 is equal to R3. At this 
zero frequency, the response from U1 simply levels off and ceases to track the RIAA curve.

However, in terms of practical consequence the error created by this zero may or may not be of signifi cance, 
dependent upon where the zero falls (as determined by gain). If well above audibility (i.e., ≥ 100 kHz), it 
will introduce a small equalization error at the upper end of the audio range. For example, if it falls at 
100 kHz, the 20 kHz error is only about 0.3 dB. Fortunately, this error is easily compensated by a simple 
low-pass fi lter after the amplifi er, R5−C3. The fi lter time constant is set to match the zero T4, which is:

3 EQUIVT4 R C= • Eq. 6-7           

where R3 is the value required for a specifi c gain in the design.

CEQUIV is the series equivalent capacitance of network capacitors C1 and C2, or:

( ) ( )EQUIV 1 2 1 2C C C / C C= • +  Eq. 6-8

Here the CEQUIV is 7.6 nF and R3 200 Ω, so T4 = 1.5µs The product of R5 and C4 are set equal to T4, so 
picking a R5 value solves for C4 as:

C4 T4 R5=  Eq. 6-9

The 1.5 µs R5-C4 time constant is realized with R5 = 499 Ω and C4 = 3 nF. This design step increases the 
output impedance, making it more load susceptible. This should be weighed against the added parts and 
loading. In general, R5 should be low, i.e., ≤1 kΩ.

In some designs, a resistor R4 (dotted in Figure 6-10) may be used with N (for example, for purposes of 
amplifi er stability at a gain higher than unity). With R4, T4 is calculated as:

( )3 4 EQUIVT4 R R C= + •  Eq. 6-10

Figure 6-10: Active feedback RIAA equalizer
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The R5−C3 product is again chosen to be equal to this T4 (more on this below).

The next two schematics illustrate variations of the most popular approach to achieving a simple RIAA 
phono preamp, using active feedback, as just described. Figure 6-11 is a high performance, dc-coupled 
version using precision 1% metal fi lm resistors and 1% or 2% capacitors of polystyrene or polypropylene 
type. Amplifi er U1 provides the gain, and equalization components R1-R2-C1-C2 form the RIAA network, 
providing accurate realization with standard component values. N1 is the network, with 1 and 3 common.

As mentioned, input RC components Rt-Ct terminate the moving magnet cartridge with recommended 
values (shown as typical). In terms of desired amplifi er parameters for optimum performance, they are 
considerably demanding. For lowest noise from a cartridge’s inductive source, the amplifi er should have an 

input voltage noise density of 5 nV Hz or less (favoring a bipolar), and an input current noise density of 

1 pA Hz or less (favoring a FET). In either case, the 1/F noise corner should be as low as possible.

For bipolar-input amplifi ers, dc input-bias current can be a potential problem when direct coupling to the 
cartridge, so in this circuit only a very low input bias current type is suggested. If a bipolar input amplifi er 
is used for U1, it should have an input current of <<100 nA for minimum dc offset problems (assuming a 
typical phono cartridge of ≈1 kΩ resistance). Examples are the OP27, OP270 families. FET-input ampli-
fi ers generally have negligible bias currents but also tend typically to have higher voltage noise. FET-input 
types useful for U1 are the AD845 and OP42, even though their voltage noise is not as low as the best of 
the bipolar devices mentioned. On the plus side, they both have a high output current and slew rate, for low 
distortion driving the feedback network load (approximately the R3 value at high frequencies). Of the two, 
the OP42 has lower noise, the AD845 higher output current and slew rate.

For high gain accuracy at high stage gains, the amplifi er should have a high gain-bandwidth product; prefer-
ably >5 MHz at audio frequencies. Because of the 100% feedback through the network at high frequencies, 
the U1 amplifi er must be unity-gain-stable. To minimize noise from sources other than the amplifi er, gain 
resistor R3 is set to a relatively low value, which generates a low voltage noise in relation to the amplifi er.

RIAA accuracy is quite good using the stock equalizer values. A PSpice simulation run is shown in Figure 
6-12 for the suggested gain of 34 dB. In this expanded scale plot over the 20 kHz–20 kHz range, the error 
relative to the 1 kHz gain is less than ±0.1 dB.

Figure 6-11: A dc-coupled active feedback RIAA moving magnet preamp 
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As can be noted from Figure 6-12, the relative amplitude is expanded, to easily show response errors. A 
perfect response would be a straight line at 0 dB, meaning that the circuit under test had exactly the same 
gain as an ideal RIAA amplifi er of the same 1 kHz gain. This high sensitivity in the simulation is done via 
the use of a feature in PSpice allowing the direct entry of Laplace statements (see Reference 10). With this 
evaluation tool, the ideal transfer function of an RIAA equalizer can be readily generated. The key param-
eters are the three time constants described above, and the ideal dc gain.

Figure 6-12: Relative error (B) versus frequency for dc-coupled 
active feedback RIAA moving magnet preamp, gain of 34 dB
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The syntax to enable this mode of comparison is contained in the listing of Figure 6-13, which is the PSpice 
CIR fi le for the circuit of Figure 6-11. The Laplace details are all contained within the dotted box, and need 
only the editing of one value, “ENORM,” for gain normalization from one circuit to another (see boldface). 
In this case ENORM is set to 490.7, to match the ideal R1 and R3 values of Figure 6-13. When the analysis 
is run, a difference display of the circuit-under-test and the ideal outputs (i.e., VdB(56)–VdB(5)) shows the 
relative response (Figure 6-12). Vertical axis scaling is easily adjusted for sensitivity, and is ±300 mB as 
displayed in Figure 6-12.

Figure 6-13: An example PSpice circuit fi le that uses the Laplace feature for ideal RIAA response comparison

RIAA34LP: 34 dB gain RIAA preamp with AD845
*
.OPT ACCT LIST NODE OPTS NOPAGE LIBRARY
.AC DEC 10 10 100KHZ
.LIB D:\PS\ADLIB\AD_RELL.LIB
.PRINT AC VDB(5) VDB(56)
.PROBE
VIN 1 0 AC 1E-3
VCC   52  0  +15V 
VEE   53  0  -15V
* ---------- V(5) = idealized RIAA frequency response -----------------
*
* Uses Laplace feature of PSpice Analog Behavioral option
* for frequency response reference.
* ENORM = ideal U1 DC gain = 1+(R1/R3) Use ideal values for R1, R3
* T1 - T3 are time constants desired (in µs).
* Input = node 1, Laplace Output = node 5
.PARAM ENORM  = {490.7}
.PARAM T1 = {3180}      ; Reference RIAA constants, do not alter!
.PARAM T2 = {318}       ; Reference RIAA constants, do not alter!
.PARAM T3 = {75}        ; Reference RIAA constants, do not alter!
*
ERIAA 5 0 LAPLACE {ENORM*V(1)}={(1+(T2*1E-6)*S)/((1+(T1*1E-6)*S)*(1+(T3*1E-6)*S))} 
RDUMMY5 5 0 1E9
*
* ---------------------------------------------------------------------
*
*    (+) (-) V+  V-  OUT
XU3   1  21  52  53  55 AD845
*  Active values         Theoretical values
R1 55  21  97.6K          ; 97.9k
R2 21  8   7.87K          ; 7.8931563k
C1 55  8   30NF           ; 30nF
C2 21  8   10.3NF         ; 10.2881nF R3 21  0   200            ; 199.9148
C3 55  100 10E-6
R6 100 0   100K R5 100 56  499
C4 56  0   3.0000E-9
.END

The 1 kHz gain of this circuit can be calculated from Eq. 6-6. For the values shown, the gain is just under 
50 times (≈34 dB). Higher gains are possible by decreasing R3, but gains >40 dB may show increasing 
equalization errors, dependent upon amplifi er bandwidth. For example, R3 can be 100 Ω for a gain of 
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about 100 times (≈40 dB). Note that if R3 is changed to 100 Ω, C4 should also be changed to 1.5 nF, to 
satisfy Eq. 6-9.

Dependent upon the amplifi er in use, this circuit is capable of very low distortion over its entire range, 
 generally below 0.01% at levels up to 7 V rms, assuming ±15 V supplies. Higher output with ±17 V sup-
plies is possible, but will require a heat sink for the AD845. U2 is an optional unity-gain buffer useful with 
some op amps, particularly at higher gains or with a low-Z network. But this isn’t likely to be necessary 
with U1 an AD845.

For extended low-frequency response, C3 and R6 are the large values, with C3 preferably a polypropylene 
fi lm type. If applied, the alternate values form a simple 6 dB per octave rumble fi lter with a 20 Hz corner. 
As can be noted from the fi gure’s simplicity, C3 is the only dc blocking capacitor in the circuit. Since the dc 
circuit gain is on the order of 54 dB, the amplifi er used must be a low offset-voltage device, with an offset 
voltage that is insensitive to the source. Since these preamps are high gain, low level circuits (≥50 dB of 
gain at 50 Hz/60 Hz), supply voltages should be well regulated and noise-free, and reasonable care should 
be taken with the shielding and conductor routing in their layout.

Alternately, an inexpensive ac-coupled form of this circuit can be built with higher bias current, low noise 
bipolar op amps, for example the OP275, IB = 350 nA(max), which would tend to make direct coupling to 
a cartridge diffi cult. This form of the circuit is shown in Figure 6-14, and can be used with many unity gain 
stable bipolar op amps.

Here input ac coupling to U1 is added with C5, and the cartridge termination resistance Rt is made up of 
the R6-R7 parallel equivalent. R3 of the feedback network is ac-grounded via C4, a large value electrolytic. 
These measures reduce the dc offset at the output of U1 to a few mV. Nearest 5% values are also used for 
the network components, making it easily reproducible and inexpensive. C3 is a nonpolar electrolytic type, 
and the R3-C4 time constant as shown provides a corner frequency of ≤1 Hz at the 34 dB gain.

Frequency response of this version (not shown) isn’t quite as good as that of Figure 6-11, but is still within 
±0.2 dB over 20 Hz–20 kHz (neglecting the effects of the low frequency roll-off). If a tighter frequency 
response is desired, the N1 network values can be adjusted. With a higher rated maximum supply voltage 
for the OP275, the power supplies of this version can be ±21 V if desired, for outputs up to 10 V rms.

Figure 6-14: An ac-coupled active feedback moving magnet RIAA preamp 
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There is another, very useful variation on the actively equalized RIAA topology. This is one that operates at 
appreciably higher gain and with lower noise, making it suitable for operation with higher output moving 
coil (MC) cartridges. In this design example, shown in Figure 6-15, the basic circuit is used is quite similar 
to that of Figure 6-11. The lower Rt and Ct values shown are typical for moving coil cartridges. They are of 
course chosen per the manufacturer’s recommendations (in particular the resistance).

To make it suitable for a high-output MC cartridge, a very low-noise FET op amp is used for U1, the 
AD745. The AD745 is stable at a minimum gain of fi ve times, as opposed to the unity-gain stable op amps 
of the prior examples. This factor requires a modifi cation to gain resistors R1-R3. This is the inclusion of 
an extra resistor, R4. With the ratio shown, R3 and R4 form a 5/1 voltage divider for the voltage seen at the 
bottom of network N (the R1-R2-C2 node). This satisfi es U1’s gain-of-fi ve stability requirement.

In this gain setup, R3 is still used for the gain adjustment, and R1-R2-C1-C2 still form the basic N1 RIAA 
network. With R4 used, Eq. 6-9 is used to calculate the T4 time constant. With C4 chosen as a standard 
value, R5 is then calculated. With these N1 network values and a 45 dB 1 kHz gain, R3 is 56.2 Ω, which is 
still suitable as a low noise value operating with either an AD745 or an OP37 used for U1.

Some subtle points of circuit operation are worth noting. The dc gain of this circuit is close to 1800, which 
can result in saturation of U1 if offset isn’t suffi ciently low. Fortunately, the AD745 has a maximum offset 
of 1.5 mV over temperature, making the output referred offset always less than 3 V. While this may limit 
the maximum output swing some due to asymmetrical clipping, 5 V rms or more of swing should be avail-
able operating from ±15 V supplies. Coupling capacitor C3 decouples the dc output offset at U2, so any 
negative consequences of dc-coupling the U1 gain path are minimal.

For minimal loading of U1 and maximum linearity at high gains, the unity-gain buffer amplifi er U2 is used, 
a BUF04. The BUF04 is internally confi gured for unity-gain operation, and needs no additional compo-
nents. Note that this buffer is optional, and is not absolutely required. Other buffer amplifi ers are discussed 
later in this chapter.

This Figure 6-15 circuit was analyzed with PSpice using the Laplace comparison technique earlier de-
scribed, and the results are displayed in Figure 6-16. As was true previously, the vertical scaling of this 

Figure 6-15: A low noise dc-coupled active feedback 
RIAA moving coil preamp with 45 dB of gain
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display is very sensitive; ±300 mB (or  ±0.3 dB). Thus, placed in context, gain errors relative to 1 kHz over 
20 kHz–20 kHz are extremely small, ≈0.1 dB. Lab measurements of the circuit were also consistent with 
the simulation. Of course in terms of audible effects, errors of ±0.1 dB or less aren’t likely to be apparent.

Distortion/noise measurements of the circuit are essentially dominated by noise (as opposed to actual 
 distortion) measuring ~0.01% THD + N or less, over output levels ranging from 0.5 to 5 V rms, from 
20 Hz–20 kHz. Of course, as with any high gain circuit, layout and lead dress into the circuit are extremely 
critical to noise, and must be arranged for minimum susceptibility. Supply voltages must be low in noise, 
and well regulated.

This exercise has illustrated both the basic design process of the active RIAA equalizer, as well as a conve-
nient SPICE analysis method to optimize the design for best frequency response. It is not suggested that the 
exact network values shown of the examples are the only ones suitable. To the contrary, great many sets of 
values can be used with success comparable to that shown above.

This fi nal active equalizer circuit example is the best of the bunch, and has a virtue of being easily adapted 
for other operating conditions; i.e., higher gain, other networks, and so forth. For example, note that even 
lower noise MC operation is possible, by using the 1 nV Hz≤ AD797 for U1, and scaling the N1 RC 
components further downward. This will have the desirable effect of making R3 lower than 50 Ω, which 
minimizes the R1−R4 network’s noise. Note that gains of 50 dB or more are also possible, suitable for very 
low output moving coil cartridges (given suitable attention to worst-case U1 offsets).

Passively Equalized RIAA Preamp Topologies

Another RIAA design approach is the so-called passively equalized preamp (see Reference 11). This topol-
ogy consists of two high quality, wideband gain blocks, separated by a three terminal passive network, N 
(N can be either network N1 or N2). The gain blocks are assumed very wide in bandwidth, so in essence the 
preamp’s entire frequency response is defi ned by the passive network, thus the name passively equalized.

Figure 6-16: Relative error (B) versus frequency for dc-coupled active 
feedback RIAA moving coil preamp, gain of 45 dB (simulation)


